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Supplier details 

 

Technology Services 2 Agreement RM3804 
Framework Schedule 4 - Annex 1 

 
Order Form 

 
In this Order Form, capitalised expressions shall have the meanings set out in Call Off Schedule 1 
(Definitions), Framework Schedule 1 or the relevant Call Off Schedule in which that capitalised 
expression appears. 

 
The Supplier shall provide the Services specified in this Order Form to the Customer on and subject 
to the terms of the Call Off Contract for the duration of the Call Off Period. 

 
This Order Form should be used by Customers ordering Services under the Technology Services 
2 Framework Agreement ref. RM3804 in accordance with the provisions of Framework Schedule 5. 

 
The Call Off Terms, referred to throughout this document, are available from the Crown Commercial 
Service website http://ccs-agreements.cabinetoffice.gov.uk/contracts/rm3804 

 

The Customer must provide a draft Order Form as part of the Further Competition Procedure. 
 
 
 

Section A 
General information 

This Order Form is issued in accordance with the  provisions of the Technology Services 2 
Framework Agreement RM3804. 

 
Customer details 

Customer organisation name 
Food Standards Agency 

Billing address 
Your organisation’s billing address - please ensure you include a postcode 
Foss House, Kingspool, Peasholme Green, York, YO1 7PR 

Customer representative name 
The name of your point of contact for this Order 
Rose Oliver 

Customer representative contact details 
Email and telephone contact details for the Customer’s representative 
ODD.Contracts@food.gov.uk 

 

http://ccs-agreements.cabinetoffice.gov.uk/contracts/rm3804
mailto:ODD.Contracts@food.gov.uk
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Framework Lot under which this Order is being 
placed 
Tick one box below as applicable (unless a cross-Lot Further 
Competition) 

Customer project reference 
Please provide the customer project reference 
number. 

1. TECHNOLOGY STRATEGY & SERVICES DESIGN ☐ FS430637 

2. TRANSITION & TRANSFORMATION ☐ Call Off Commencement Date 

3. OPERATIONAL SERVICES The date on which the Call Off Contract is formed 
– this should be the date of the last signature on 

Section E of this Order Form 
a: End User Services ☒ 

b: Operational Management ☐ 
01/09/2021 

c: Technical Management ☐ 

d: Application and Data Management ☐ 

4. PROGRAMMES & LARGE PROJECTS 
 

a. OFFICIAL ☐ 

a. SECRET (& above) ☐ 

 

Supplier name 
The Supplier organisation name, as it appears in the Framework Agreement 
Little Fish (UK) Ltd 

Supplier address 
Supplier’s registered address 
Price House, 37 Stoney Street, Nottingham, NG1 1LS 

Supplier representative name 
The name of the Supplier point of contact for this Order 
Tom Farmer 

Supplier representative contact details 
Email and telephone contact details of the supplier’s representative 
Telephone number – 07834322382 
Email Address - tom.farmer@littlefish.co.uk 

Order reference number or the Supplier’s Catalogue Service Offer Reference Number 
A unique number provided by the supplier at the time of the Further Competition Procedure 
Please provide the order reference number, this will be used in management information provided by suppliers to assist 
CCS with framework management. If a Direct Award, please refer to the Supplier’s Catalogue Service Offer Reference 
Number 

 
Click here to enter text. 

 

Section B 
Overview of the requirement 

 

mailto:tom.farmer@littlefish.co.uk
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Call Off Contract Period (Term) 
A period which does not exceed the maximum durations specified per Lot below: 

Lot Maximum Initial 
Term – Months 

(Years) 

Extension Options – 
Months (Years) 

Maximum permissible 
overall duration – Years 

(composition) 
1 24 (2) - 2 
2 36 (3) - 3 
3 60 (5) - 5 
4 60 (5) * 12 + 12 = 24 (1 + 1 = 2) 7 (5+1+1) * 

 
* There is a minimum 5 year term for this Lot 

 

Call Off Initial Period Months 
36 

Call Off Extension Period (Optional) Months 
12 + 12 (2 separate 12-month extension periods) 

 

Minimum Notice Period for exercise of Termination Without Cause 90 
(Calendar days) Insert right (see Call Off Clause 30.7) 

 

Additional specific standards or compliance requirements 
Include any conformance or compliance requirements over and above the Standards (including those listed at paragraph 
2.3 of Framework Schedule 2) which the Services must meet. 
List below if applicable 
NA 

 
Customer’s ICT and Security Policy 
Where the Supplier is required to comply with the Customer’s ICT Policy and Security Policy then append to this Order 
Form as a clearly marked document 
FS430637_006 FSA Acceptance Into Service Procedure 
FS430637_007 FSA Change Management Procedure 
FS430637_008 FSA Incident Management Procedure 
FS430637_009 FSA Security Incident Procedure 2019 
FS430637_010 FSA Problem Management Process 
FS430637_011 FSA Knowledge Management Procedure 
FS430637_012 FSA Service Asset & Configuration Mgt Procedures 
FS430637_013 FSA Supplier Access Policy August 2019 v1 
FS430637_014 FSA IT Acceptable Use Policy Nov 2020 v3.2 
FS430637_016 FSA Request Fulfilment 
FS430637_018 FSA Patching Policy Sept 2019 1.1 

 
 
 

FS430637_006 FSA FS430637_007 FSA FS430637_008 FSA FS430637_009 FSA FS430637_010 FSA FS430637_011 FSA 
Acceptance Into Servi Change Management Incident Management Security Incident Proc Problem Managemen Knowledge Managem 

 
 

FS430637_012 FSA FS430637_013 FSA FS430637_014 FSA IT FS430637_016 FSA FS430637_018 FSA 
Service Asset & Confi Supplier Access PolicyAcceptable Use PolicyRequest Fulfilment.do Patching Policy Sept 2 

 
 

Security Management Plan 
The Supplier will create an information Security Management Document Set to document how they will comply with 
the specific FSA security requirements to be approved by the Head of Security at the FSA. This will be completed as 
part of On-Boarding the supplier before the service begins. 
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Services 
List below or append as a clearly marked document to confirm the Services which the Supplier shall provide to the 
Customer (which could include the Customer’s requirement and the Supplier’s response to the Further Competition 
Procedure). If a Direct Award, please append the Supplier’s Catalogue Service Offer. 

 
Please see Annex A for the Specification of Requirements and the Suppliers responses to the ITT. 
This make up the services to be carried out under this contract. 

 
On occasion the FSA may require the supplier to engage on project work as part of this service, 
but not covered by the monthly service charge. This shall be commissioned using the work 
package template found under Annex B. 

Location/Site(s) for provision of the Services 
This service will be delivered remotely by the Supplier, with the occasional requirement to visit 
FSA Offices/Sites. 

 
 

Section C 
Customer Core Services Requirements 

Please provide details of all Services required including the locations where the Supplier is required 
to provide the Services Ordered. 

 

 

 

Additional Clauses (see Annex 3 of Framework Schedule 4) 
This Annex can be found on the RM3804 CCS webpage. The document is titled RM3804 
Alternative and additional t&c’s v4. 
Those Additional Clauses selected below shall be incorporated into this Call Off Contract 

 

Applicable Call Off Contract Terms 

Additional Clauses and Schedules 

Optional Clauses 
Can be selected to apply to any Order 

Tick any applicable boxes below Tick any applicable boxes below 
 
 

A: SERVICES – Mandatory 
The following clauses will automatically 
apply where Lot 3 services are provided 
(this includes Lot 4a & 4b where Lot 3 
services are included). 

 
A3: Staff Transfer 

A4: Exit Management 

 
C: Call Off Guarantee ☐ 

 

D: Relevant Convictions ☒ 
☒ 

 

E: Security Requirements ☒ 

 
A: PROJECTS - Optional 

 

A1: Testing ☐ 

F: Collaboration Agreement 
Where required please complete and append to this ☐ 
Order Form as a clearly marked document (see Call 
Off Schedule F) 
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A2: Key Personnel ☒ G: Security Measures ☐ 

 
B: SERVICES - Optional 
Only applies to Lots 3 and 4a and 4b 

 
H: MOD Additional Clauses ☐ 

B1: Business Continuity and Disaster ☒ 
Recovery 

 
B2: Continuous Improvement & ☒ Alternative Clauses 

Benchmarking 
 

B3: Supplier Equipment ☐ 
To replace default English & Welsh Law, Crown 
Body and FOIA subject base Call Off Clauses 

 
B4: Maintenance of the ICT Environment ☐ Tick any applicable boxes below 

 
B5: Supplier Request for Increase of the ☐ Scots Law ☐ 

Call Off Contract Charges Or 
 

B6: Indexation ☐ Northern Ireland Law ☐ 
 

B7: Additional Performance Monitoring 
☐ Non-Crown Bodies ☐ 

Requirements 
 

Non-FOIA Public Bodies ☐ 

Collaboration Agreement (see Call Off Schedule F) This Schedule can be found on the RM3804 
CCS webpage. The document is titled RM3804 Collaboration agreement call off schedule F v1. 

 
Not Applicable 

 
Licensed Software Where Software owned by a party other than the Customer is used in the delivery of the 
Services list product details under each relevant heading below 

 
Supplier Software Third Party Software 
Click here to enter text. Click here to enter text. 

Customer Property (see Call Off Clause 21) 
Items licensed by the Customer to the Supplier (including any Customer Software, Customer 
Assets, Customer System, Customer Background IPR and Customer Data) 
List below if applicable 
ServiceNow Licenses. 
Any Devices Shared with the supplier to enable them to carry out aspects of the contract. 

Call Off Contract Charges and Payment Profile (see Call Off Schedule 2) 
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Include Charges payable by the Customer to the Supplier (including any applicable Milestone 
Payments and/or discount(s), but excluding VAT) and payment terms/profile including method of 
payment (e.g. Government Procurement Card (GPC) or BACS) 
List below or append as a clearly marked document. If a Direct Award, please append the Price Card attached to the 
Supplier’s Catalogue Service Offer. 

 
Monthly costs: 
Costs are based on the Suppliers Commercial response found in Annex A, summarised below. 

 
 
 
 
 
 
 
 
 
 

Payments will be made by BACS, monthly in arears. Invoices will be submitted to accounts- 
payable.def@gov.sscl.com with a copy sent to ODD.Contracts@food.gov.uk. All invoices must 
contain a Valid PO number and reference FS430637 

Undisputed Sums Limit (£) £27,530.39 
Insert right (see Call Off Clause 31.1.1) 

Delay Period Limit (calendar days) NA. 
Insert right (see Call Off Clause 5.4.1(b)(ii)) 

Estimated Year 1 Call Off Contract Charges (£) £330,364.73 
For Call Off Contract Periods of over 12 Months 

Enhanced Insurance Cover 
Where a specific Call Off Contract requires a higher level of insurance cover than the £1m default in Framework 
Schedule 14 please specify below 

 
No Enhanced Insurance cover required. 

Transparency Reports (see Call Off Schedule 6) 
If required by the Customer populate the table below to describe the detail (titles are suggested examples) 

 
To be agreed between the FSA and Little Fish (UK) Ltd during the on-boarding of the service. 

Quality Plans (see Call Off Clause 7.2) 

Time frame for delivery of draft Quality Plans from the Supplier to the Customer To be agreed 
– from the Call Off Commencement Date (Working Days) between the 
Where applicable insert right FSA and Little 

Fish during On- 
boarding of the 

service. 

Implementation Plan (see Call Off Clause 5.1.1) 

Contract 
Year 

Y1 Y2 Y3 Y4 Y5 

Fixed 
Monthly 
Charge 

£27,530.39 £27,356.63 £27,196.87 £27,050.98 £26,918.85 

Fixed 
Annual 
Charge 

£330,364.73 £328,279.51 £326,362.39 £324,611.79 £323,026.22 

 

mailto:payable.def@gov.sscl.com
mailto:ODD.Contracts@food.gov.uk
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Time frame for delivery of a draft Implementation Plan from the Supplier to the To be agreed 
Customer – from the Call Off Commencement Date (Working Days) between the 
Where applicable insert right. If a Direct Award, please append the Implementation Plan FSA and Little 
attached to the Supplier’s Catalogue Service Offer. Fish during On- 

boarding of the 
service. 

BCDR (see Call Off Schedule B1) 
This can be found on the CCS RM3804 webpage. The document is titled RM3804 
Alternative and additional t&c’s v4. 

 

Time frame for delivery of a BCDR Plan from the Supplier to the Customer – 
from the Call Off Commencement Date (Working Days) 45 days 
Where applicable insert right 

 
Disaster Period (calendar days) 
Services with availability SLAs for 24/7/365 = 1 working day 
All other services = 2 working days. 

GDPR (see Call Off Clause 23.6) 
Where a specific Call Off Contract requires the inclusion of GDPR data processing provisions, 
please complete and append Call Off Schedule 7 to this order form. This Schedule can be found 
in the Call Off Contract on the RM3804 CCS webpage 

 
 

 
Supplier Equipment (see Call Off Clause B3) 
This can be found on the RM3804 CCS webpage. The document is titled RM3804 Alternative and 
additional t&c’s v4. 
NA 

Key Personnel & Customer Responsibilities (see Call Off Clause A2) 
List below or append as a clearly marked document to include Key Roles 

 
Key Personnel Customer Responsibilities 
List below or append as a clearly marked document to List below or append as a clearly marked document include Key Roles 

 
Customer Services Director 
Service Account Manager 
Service Delivery Manager 
Incident Manager 
Request Manager 
Major Incident Manager 
Service Desk Analysts 

Relevant Conviction(s) 
Where applicable the Customer to include details of Conviction(s) it considers relevant to the nature of the 
Services. 
List below or append as a clearly marked document (see Call Off Clause D where used) 
As detailed in the Personnel Security requirements included in the Qualification and Service 
responses in Annex A. 
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SERVICE LEVELS AND SERVICE CREDITS (see Part A of Call Off Schedule 3) 
 

Introduction 
Suppliers will be required to provide the Incident Management element of this agreement using the 

following parameters: 

• Core or ‘working’ hours 7:00am to 8:00pm Monday to Friday 
 

• Non-core 8:00pm to 7:00am Monday to Friday plus weekends and bank holidays 
 

There will be no Service Credit/Debit regime associated with this call-off. Instead the target achievement 

levels detailed in Table A will attract failure points where resolution targets are not met. Performance 

against SLAs must be monitored and reported on by the Supplier. The Supplier must also identify why 

they have not been achieved and what plans are being instigated to ensure that this does not continue. 

Contact Management 
 

The following are the minimum performance levels that the Supplier should deliver to. The Supplier will be 

expected to report on these monthly and provide further details should one of these minimums not be 

achieved 
 

Measure Description Target to be 

achieved in month 

Call response Telephone calls are answered within 20 seconds 90% of total calls 

Email response Emails are answered within 1 hour 90% of total emails 

Chat response Electronic chat to be responded to within 2 minutes 90% of total chat 

requests 

 
Incident Management 

 
The following are the minimum performance levels that the Supplier should deliver to. The Supplier will be 

expected to report on these monthly and provide further details should one of these minimums not be 

achieved (i.e. attend Post Incident Reviews, provide Root Cause, Resolution, Avoidance and 

Remediation….): 

Appointment as Agent (see Call Off Clause 19.5.4) 
Insert details below or append as a clearly marked document 

 
NA 
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Standard Incident Management Responsibilities for all suppliers include: 

• Raising and maintaining incidents 
 

• Triaging and prioritising incidents 
 

• Providing regular and comprehensive updates 
 

• Ensuring 3rd parties are provided with necessary information to enable resolution of incidents 
 

The Supplier will carry out all Incident Management duties in accordance with the FSA’s documented 

Incident Management procedures. 

In the event of a P1 or P2 Incident major incident processes will be invoked, Supplier shall conduct a 

formal Problem Management review, which shall include undertaking a root cause analysis (“RCA”) to 

determine the underlying cause of the Incident and providing guidance to support any activity required to 

amend the underlying cause. 

Allocation of Incident levels (P1 – P4) will be done using the following table: 
 

Table A – Incident Severity 
 

 
Severity 

 
Description 

Response 

Time 

Resolution 

Time* 

Target to be 

achieved in 

month 

 
 

P1 

Severe business disruption: business 

unit or sub-unit unable to operate, 

critical components failed. Failure to 

meet technological minimums. 

15 minutes 

from 

assignment 

of issue 

4 hours No more 

than 1 

failure 

 
 
 
 

P2** 

Major business disruption: critical 

user(s) or user group unable to 

operate, or business unit experiencing 

significant reduction in system 

performance. 

30 minutes 

from 

assignment 

of issue 

8 hours for 

critical 

services, 8 

working 

hours for 

non-critical 

services 

No more 

than 1 

failure 

 
 

P3 

Minor business disruption: single user 

unable to operate with no 

circumvention available 

0.5 working 

day from 

assignment 

of issue 

3 working 

days 

Either 90% 

or above OR 

no more 
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P4 

Minor disruption: single user or user 

group experiencing problems, but with 

circumvention available 

1 working 

day from 

assignment 

of issue 

3 working 

days 

than 2 

failures 

* The Resolution Time starts when the incident is raised in Service Now and ends when the Incident is 

Resolved 

** P2 major incident SLA will include security-related incidents (spam / phishing emails affecting 10 or 

more users) which are subject to a different process to major incident 

Adherence to incident management responsibilities will also be assessed via reviews of completed 

incidents. 

Service Desk Service Levels: 
 
 
 

Measure Description Target to be 

achieved in month 

First-time fix Incidents submitted via phone or instant chat are 

resolved on a first-time fix basis where resolution 

responsibility resides with the service desk 

70% of eligible 

incidents 

P1 and 2 escalation 

notification 

Major Incident escalation notification must occur, when 

required, within 15 minutes of a P1/2 incident being 

registered 

No more than 1 

failure 

Re-assignment 

time 

P3 and 4 incidents are re-assigned to the appropriate 

resolver group where resolution responsibility does not 

reside with the service desk within 1 working day 

90% of eligible 

incidents 

Breached tickets Customer receives an update within 1 working day 

where a resolution SLA has been breached 

90% of total 

incidents 

Incident updates Customer receives an update to at least the resolution 

times per incident type for in-progress incidents (e.g. 

update every 3 working days for in-progress P3 

incident) 

90% of eligible 

incidents 

Incident quality 

checks 

A minimum standard for incident ticket information to 

be agreed and a quality checking method to be 
determined 

TBC 
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Request Management 
 

The following are the minimum performance levels that the Supplier should deliver to. The Supplier will be 

expected to report on these monthly and provide further details should one of these minimums not be 

achieved 

Standard Request Management Responsibilities for all suppliers include: 

• Carrying out request tasks within the allocated timescales 
 

• Providing regular and comprehensive updates 
 

The Supplier will carry out all Request Management duties in accordance with the FSA’s documented 

Request Management procedures. 
 

Description Resolution Time 
Target to be achieved in 

month 

Access requests, including access to or creation 

of a distribution list, access to shared file / folder, 

shared mailbox, another person’s email account 

3 working days 90% 

External sharing requests (e.g. working with 

teams, sharing with onedrive) 

3 working days 90% 

Restore an email / file 3 working days 90% 

Password reset 1 hour 100% 

Request for information 3 working days 100% 

Breached tickets Customer receives 

an update within 1 

working day where a 

resolution SLA has 

been breached 

90% of total incidents 

Request updates Customer receives 

an update to at least 

the resolution times 

per request type for 

90% of eligible incidents 
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Additional KPIs 
 
The Supplier will be required to demonstrate, monthly, that they are meeting the following KPIs (via 
suitable management information): 
 

• RCA within 3 working days for P1 and P2 incidents 
• Report on failed changes or changes causing issues with reasons 

Notes 
 
As new technologies are introduced / transitioned to, the FSA reserve the right to introduce new SLAs to 
reflect these. New SLA’s will be mutually agreed between the FSA and the Supplier prior to their 
introduction. 

Additional Performance Monitoring Requirements 
Technical Board (see paragraph 2 of Call Off Schedule B7). This can be found on the CCS 
RM3804 webpage. The document is titled Alternative and additional t&c’s v4. 
Not Applicable 

Commercially Sensitive information 
Any information that the Supplier considers sensitive for the duration of an awarded Call Off Contract 
Click here to enter text. 

Total contract value 

 
 

 in-progress requests 

(e.g. update every 3 

working days for in- 

progress Access 

request) 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Section D 
Supplier response 

Suppliers - use this section to provide any details that may be relevant in the fulfilment of the 
Customer Order 
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Please provide the total contract value (for the Call Off Initial Period) as detailed in your response to the Customer’s 
statement of requirements. If a Direct Award, please refer to the Price Card as attached to the Supplier’s Catalogue 
Service Offer. 
The contract value is capped at £1,200,000 for the initial contract term, covering the monthly service charge and capacity 
for contract related project work. The FSA and Little Fish UK will agree additional capacity as part of any variations to 
extend this agreement. 
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SIGNATURES 

 
 

Section E 
Call Off Contract award 

This Call Off Contract is awarded in accordance with the provisions of the Technology Services 2 
Framework Agreement RM3804. 

 
The Supplier shall provide the Services specified in this Order Form to the Customer on and subject 
to the terms of this Order Form and the Call Off Terms (together referred to as “the Call Off Contract”) 
for the duration of the Call Off Contract Period. 

 

 

For and on behalf of the Supplier 

Name STEVE ROBINSON 

Job role/title 
 

CHIEF EXECUTIVE OFFICER 

Signature 
 

Date 
 

1/9/2021 | 12:43 BST 

 
 

For and on behalf of the Customer 

Name Karen Benton 

Job role/title 
 
Commercial Business Partner PP Head of Procurement 

Signature 
 

Date  
1/9/2021 | 14:31 BST 
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CALL OFF SCHEDULE 7: SCHEDULE OF PROCESSING, PERSONAL DATA AND DATA 
SUBJECTS 

 
 

Description Details 

Subject matter of the processing There will be processing of personal data under this 
contract. 

As this contract is for the management and delivery of 
the FSA’s Service Desk function, the supplier will have 
access to personal data to log incidents and requests for 
the FSA’s end users. 

The supplier will have permission to access user’s 
profiles which may contain personal information but 
would not view any information unless it was necessary 
to carry out their duties under the contract. In order to 
support end users this may cover viewing personal data 
on devices which may be personal data processed for 
FSA business or personal data processed by a user for 
personal reasons. 

Duration of the processing Processing will take place over the duration of the 
contract. This is due to expire on the 31/08/2024 with 
an opportunity to extend by another 2 years (+1 +1). 

Nature and purposes of the 
processing 

Personal data is processed for the purpose of delivering 
the Service Desk contract for FSA 

Personal and staff data is captured and stored in the 
FSA’s ServiceNow system. It is used to log and action 
incidents and requests from FSA staff. 

Where data is stored in the FSA’s own ServiceNow 
instance, no destruction of data is required upon the end 
of this contract. 

Type of Personal Data Staff data stored includes Name, Job Title, Department, 
staff Number, Grade, Work email and phone number, 
work location, Company and Manager. 

Other FSA supplier contact details such as name and 
email address and phone numbers. 
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 Any personal data contained on the FSA user profiles or 

end user devices which is viewed by supplier personnel 
when supporting the end user. 

Categories of Data Subject Staff, contractors and suppliers. 

Plan for return or destruction of 
the data once the processing is 
complete UNLESS requirement 
under union or member state law 
to preserve that type of data 

Data in ServiceNow will not be retained by the supplier 
or third parties. 

Personal data held by the supplier outside of the FSA 
infrastructure is required to be destroyed upon contract 
completion. 



DocuSign Envelope ID: D9E03B1A-F202-4B52-87EF-9C5D1F2D7CD0 

17 
RM3804 Order Form v4 - August 2019 

 

 

 

Annex A – Specification of Requirements and Little Fish ITT Response. 
 
 

Statement of Requirements Purpose 
The purpose of this document is to detail the business requirements for the provision of 
our IT Service Desk; a single, central point of contact for circa 1600 individuals (1300 
members of staff & 300 contractors and other supplier) to report issues, raise queries and 
submit requests, and have them answered and actioned. 

Our Service Desk partner will be responsible for 

• supporting a range of home and multi-located based users, using the FSA-owned 
ServiceNow instance to log contacts via multiple communication channels, including 
chat, service portal, email and telephone 

• logging, categorising and prioritising all calls, carrying out initial investigations and 
resolving at first-contact wherever possible, and providing clear and effective 
communications to FSA users 

• co-ordinating the delivery of services provided by multiple suppliers (both internal 
and external to the FSA) to ensure response times and SLAs are met, escalating 
when necessary 

The successful bidder will be able to demonstrate evidence of providing a successful 
service desk function to an organisation of similar size (or larger). They will be able to 
demonstrate an excellent customer service record, proven communication skills, a good 
working knowledge of our ITSM software (ServiceNow) and a proven track record of 
successful innovation to improve and maximise efficiencies in the delivery of this function. 

FSA operates in an environment where 24/7 support is necessary to ensure availability of 
services across the full extent of the FSA working day. We cannot rely on in-hours 
detection of service failures as this has a significant impact on FSA productivity. 

 

Background 
The Food Standards Agency is a non-ministerial government department of over 1300 
members of staff and 300 contractors and other suppliers with a big vision – to drive 
change in the food system so that it delivers “food we can trust”. As the country has now 
left the EU, the scale of this challenge cannot be underestimated. More than 90% of food 
and feed law in the UK currently comes from Europe and our primary goal is to continue to 
protect public health and UK consumers’ wider interest in food. 

The context in which we operate has transformed and continues to change at an 
unprecedented rate. Digital is the primary way we carry out our work, it is key to achieving 
our ambitions and transforming the way we do business and we continually strive to 
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provide better online services to external stakeholders and internal customers to achieve 
faster and more effective models of delivery at optimal cost. 

Our Digital services are supported by a number of specialist delivery partners providing 
Data Centre Hosting, End User Compute, Service Desk, Wide Area Network, LAN, 
Application Support, Telephony and Videoconferencing. At the heart of that arrangement 
is an internal team with the knowledge of our business, our systems and our obligations to 
enable them to integrate and manage the quality of our services. Key to the success of 
this multi-vendor model is Support Partner willingness and commitment to work in 
partnership, collaborating autonomously with other third-party suppliers within a culture of 
trust and shared goals. 

The current disaggregated contract model has been in place since 2017 and as the 
composite contracts are approaching their maximum term, the FSA has taken the 
opportunity to review and reconfigure the structure of our contracts and ensure our 
specifications align with business needs. The output of this review can be found in the 
FSA’s Evergreen IT Roadmap document [See FSA30637_015 ODD IT Evergreen 
Technology Roadmap] which sets out our revised service groupings and our core 
principles for future digital service development, delivery and support. 

Our goal is to be ‘evergreen’, perpetually updating and improving our services, continuing 
to adapt to business and political change and adopting new technologies as they emerge. 
We look to our support partners to be equally flexible and innovative in their approach to 
delivery, with a strong focus on continuous improvement and quality of service. One of the 
key benefits of a multi-vendor model is the opportunity to work with specialist suppliers, we 
want to be guided by expert advice and encourage our support partners to make 
recommendations based on their experience and a shared desire to improve and evolve. 

 
FSA Transparency 

The Agency is committed to openness, transparency and equality of treatment to all 
support partners. As well as these principles, for science projects the final project report 
will be published on the Food Standards Agency website (www.food.gov.uk). 

In line with the Government’s Transparency Agenda which aims to encourage more open 
access to data held by government, the Agency is developing a policy on the release of 
underpinning data from all of its science- and evidence-gathering projects. Underpinning 
data should also be published in an open, accessible, and re-usable format, such that the 
data can be made available to future researchers and the maximum benefit is derived from 
it. The Agency has established the key principles for release of underpinning data that will 
be applied to all new science- and evidence-gathering projects which we would expect 
support partners to comply with. These can be found at http://www.food.gov.uk/about- 
us/data-and-policies/underpinning-data. 

http://www.food.gov.uk/
http://www.food.gov.uk/about-us/data-and-policies/underpinning-data
http://www.food.gov.uk/about-us/data-and-policies/underpinning-data
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Commercial Approach 
FSA will complete Premarket engagement on 18th February 2021 (Pre-market 
Engagement meeting to be held on 12th February 2021 @11am) 

 
FSA are looking to award a contract term for 3 years with 2 separate 1 year optional 
extensions (i.e. 3+1+1), subject to satisfactory performance. The maximum contract 
duration is 5 years. 

 
As part of this tender process FSA will not publish finances relating to existing actuals of 
the incumbent supplier or approved budget for 21/22. FSA will require the Support Partner 
to develop monthly costs for the supporting information that will be provided with the 
Tender. 

 
Cost Model 

 
In order to align with our ‘Evergreen’ goals FSA are looking to our support partner to be 
flexible and innovative in their approach to the cost model for this tender. FSA are 
deliberately not being prescriptive here so that the support partner, as the subject matter 
expert, can be creative in their response and provide a flexible charging model that drives 
savings over the lifetime of the contract. 

 
The detail provided in section 5 of this document provides all the information and metrics 
required to produce a comprehensive costing model. FSA requires the support partner to 
take into account changes to services and how they will work with FSA to a mutually 
beneficial outcome whilst adding value to the service provision. 

 
The commercial criteria used by FSA to score this element of the tender is as follows: 

 
 
 
 

SCORE DESCRIPTION FOR SCORE OF THE CRITERIA 

100% There is full justification for the levels of staffing and the overall 
resources are appropriate. The tender is the best value for money for 
the work proposed to meet the specification advertised 

80% There is some justification for the levels of staffing and the overall 
resources requested. The tender is reasonable value for money for 
the work proposed to meet the specification advertised. 

60% Limited rational is given for the resources requested and/or the tender 
does not offer very good value for money, but is not poor value 

30% The tender is relatively poor value for money with little/no justification 
for costs or resources requested 
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Therefore, the score will be based on value for money assessment not a formula. 
 

TUPE 
 

TUPE applies and there is a potential that there will be a transfer of staff(s) from the 
incumbent supplier to the new supplier. 

 
The document [See FSA430637_019 Staff Template – TUPE] contains all the information 
necessary to enable tenderers to submit a tender which takes account of their prospective 
liabilities. 

 
 
 

General Specification 
This group of services sits within the overall IT Governance architecture below: 

Data and Application Strategy 
 

Driver 

Technology Strategy and Service Ownership 
 

Direction 

Service Groups 

Endpoint Management Cloud Infrastructure 
Management 

Connectivity 
Management 

Empowerment 
 
Contract & Financial Management 

 
Service Desk 

 
 
 
 
 
 
 
 

Cloud Service Lifecycle 
Management 

Security M
anagem

ent 

Com
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Endpoint Management 

 
(Awarded) 

What do we provide? Ensure that users of FSA IT 
are provided with the devices and endpoint software 
required to do their job and that this is properly 
secured, managed and when necessary replaced. 

Cloud Service 
Lifecycle Management 

 
(Released to market) 

What do we use it to do? Focusses on 
maintaining application spaces and containers, 
development tools, but the primary focus is 
on enabling FSA to make the best use of cloud 
service offerings and, in particular, to facilitate and 
implement application migration from server-based 
IaaS to Platform and Software services. 

Cloud Infrastructure 
Management 

 
(Awarded) 

Where do we keep it? The maintenance and 
improvement of those data storage 
services. Management of the overall Azure 
tenant architecture, it’s subscriptions, resource 
groups, service monitoring, security and 
reporting and enabling functionality to extend or 
be replicated across multi-cloud environments. 
Responsibility also sits here for maintaining the FSA’s 
test and development environments 

Connectivity 
Management 

 
(In evaluation phase) 

How do we get to it? FSA requirements have 
moved on from the traditional corporate LAN/WAN 
infrastructure to prioritise the ability to connect 
to Office 365, Azure and other Cloud Services from 
any location. 

Service Desk 
 
(This tender) 

Who do I call when it breaks? Service Desk is 
critical the day to day support for end users, but 
equally manages the toolset for capturing, storing and 
managing service information. 

 
This will continue, alongside a strategic aim to 
automate workflows and encourage increasing user 
self-service through a growing knowledge base and 
increased use of artificial intelligence tools in support 
of this 

 

In Scope 
 

The following high-level areas are in scope: 

1. Service Portal, contact management and communications 
2. Incident management 
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3. Major incident management 
4. Request management 
5. Knowledge base management 
6. Problem management 
7. Change management 

 
Out of Scope 

 
1. Hardware and software purchases. These are dealt with under a separate 

contract. 
2. ServiceNow application, support, maintenance, and licenses. The FSA have their 

own ServiceNow instance which is supported and maintained. 
 

Constraints 
 

1. Due to Covid-19 emergency restrictions on occupancy, distancing and travel to our 
offices, access to our offices is likely to be restricted in the short to medium term. 

2. EU Exit took place the 1st January 2021, although not currently causing significant 
issues, this may ultimately impact on all government departments contracts and 
supply chains. In particular, there is a greater focus on us to have a clear 
understanding of where data is geographically held and the geographical location 
from which it is being managed. 

 

Business Requirements 
The FSA requires a support partner to provide management of its IT Service Desk; a 
single, central point of contact for our c 1600 members of staff, contractors and other 
suppliers to report issues, raise queries and submit requests, and have them answered 
and actioned. 

The support partner will be part of a multi-supplier model, working in collaboration with 
other support partners and FSA teams. The FSA IT team provides the overall 
management and strategy for both technical architecture and service management. 

The support partner will work with the FSA service management team and other support 
partners to deliver value to customers, optimise efficiency and ensure continual 
improvement, working to ITIL principles and ensuring that their practices reflect all aspects 
of the ITIL service lifecycle. 
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Service Metrics 
 

FSA currently has approximately 1600 members of staff, contractors and other suppliers, 
all of whom are currently working remotely or from home. In line with our Ways of Working 
and Estates strategies it should be assumed that this work pattern will predominate in 
future. 

 
Service desk ticket volumes 

 
Month Incidents Service 

Requests 
Total 

Jan-20 1366 322 1688 
Feb-20 1498 304 1889 
Mar-20 2107 435 2674 
Apr-20 1300 288 1627 
May-20 857 242 1116 
Jun-20 1179 290 1515 
Jul-20 1166 304 1496 

Aug-20 919 229 1223 
Sep-20 1096 246 1374 
Oct-20 1048 228 1296 
Nov-20 1057 254 1344 
Dec-20 1081 288 1215 

Service desk resolved 86% of incidents in 2020 
 

Incident contacts 
 

Contact 
type 

Chat 
Media 

Email Phone Self 
service 

Infrastructure 
monitoring 
alert 

Walk- 
up* 

Jan-20 918 101 309 0 0 38 
Feb-20 910 121 444 0 87 23 
Mar-20 1530 237 227 0 95 18 
Apr-20 938 141 143 39 39 0 
May-20 611 93 97 17 39 0 
Jun-20 798 148 153 42 38 0 
Jul-20 759 178 147 56 26 0 
Aug-20 551 125 187 41 15 0 
Sep-20 674 72 284 38 28 0 
Oct-20 710 128 238 52 20 0 
Nov-20 674 181 142 36 24 0 
Dec-20 644 276 125 18 18 0 
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Incident created times (Jan to Dec ’20) 
 

Time of day No opened 
00:00 - 01:00 22 
01:00 - 02:00 12 
02:00 - 03:00 1 
03:00 - 04:00 18 
04:00 - 05:00 12 
05:00 - 06:00 49 
06:00 - 07:00 165 
07:00 - 08:00 561 
08:00 - 09:00 1219 
09:00 - 10:00 1948 
10:00 - 11:00 1939 
11:00 - 12:00 1797 
12:00 - 13:00 1393 
13:00 - 14:00 1294 
14:00 - 15:00 1393 
15:00 - 16:00 1307 
16:00 - 17:00 989 
17:00 - 18:00 405 
18:00 - 19:00 124 
19:00 - 20:00 72 
20:00 - 21:00 58 
21:00 - 22:00 57 
22:00 - 23:00 14 
23:00 - 00:00 12 

 
Request contacts 

 
Contact 
type 

Email Chat / 
Phone 

Self- 
service 

Jan-20 216 99 7 
Feb-20 185 102 15 
Mar-20 267 148 19 
Apr-20 197 64 27 
May-20 155 68 19 
Jun-20 172 87 31 
Jul-20 158 58 87 
Aug-20 111 51 67 
Sep-20 109 40 96 
Oct-20 65 43 120 



DocuSign Envelope ID: D9E03B1A-F202-4B52-87EF-9C5D1F2D7CD0 

25 
RM3804 Order Form v4 - August 2019 

 

 

 
Nov-20 105 32 117 
Dec-20 122 42 124 

 
 

Request created times (Jan – Dec ’20) 
 

Time of day No opened 
00:00 - 01:00 0 
01:00 - 02:00 0 
02:00 - 03:00 0 
03:00 - 04:00 0 
04:00 - 05:00 0 
05:00 - 06:00 2 
06:00 - 07:00 5 
07:00 - 08:00 84 
08:00 - 09:00 193 
09:00 - 10:00 297 
10:00 - 11:00 399 
11:00 - 12:00 436 
12:00 - 13:00 267 
13:00 - 14:00 398 
14:00 - 15:00 390 
15:00 - 16:00 405 
16:00 - 17:00 405 
17:00 - 18:00 126 
18:00 - 19:00 12 
19:00 - 20:00 1 
20:00 - 21:00 2 
21:00 - 22:00 4 
22:00 - 23:00 3 
23:00 - 00:00 1 

 

End user devices 
 

Type Total (in 
use) 

Laptops 1363 
Android 
Phones 

1324 

Tablets 40 
iPhones 34 
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iPads 10 
Thin Clients 242 

 

Pre-qualification Questions 
It is important that the Support Partner can answer yes to all pre-qualifications which are 
part of the overall tender questions. If the Support Partner is unable to answer yes, then 
the Support Partner is asked not to respond to FSA’s tender. For the purpose of market 
engagement these are the high-level requirements: 

 
 

1. The Support Partner will have demonstrable experience of providing service desk 
support to a similar sized or larger organisation 

 
2. The Support Partner will use FSA’s ServiceNow service desk solution as the 

primary ticketing service and will work with all other disaggregated FSA 
Support Partners. 

 
3. The Support Partner must be structured and equipped to provide a remote 

service desk solution 

 
4. The Support Partner must have experience working in a multi-Supplier model. For 

example, dependant on other Suppliers while those Suppliers also have 
dependencies on you as our Support Partner. 
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Operational Requirements 
 

Service Requirement 

1. Service Portal, 
contact 
management and 
communications 

• Respond to incoming contacts for chat, service 
portal, email and telephone in accordance with 
Service Level Agreements 

• Ensure incoming contacts are appropriately 
categorised (incident, request) and updated 

• Provide communications to keep end users 
informed of issues that may affect them, or that 
may reduce the number of enquiries made by 
users 

• Provide a telephone response service, including 
voice recording of all calls and provision of pre- 
recorded messages (e.g. information on major 
incidents) 

• Provision of live-chat functionality available to all 
users and able to integrate with the FSA 
ServiceNow instance 

• Provision of a remote desktop connection 
solution 

2. Incident 
management 

 

[See FS430634_008 FSA 
Incident Management 
Procedure, 
FSA430637_017 IT SD 
Service Level 
Agreements] 

• Provide the incident management function, 
taking full responsibility for end-to-end incident 
management, including logging / categorization, 
monitoring, escalation, evaluation and resolution 
of incidents within agreed timescales 

• Ensure incidents are appropriately logged, with 
all required fields completed accurately, relevant 
information included, categorised according to 
the affected services and prioritised 

• Carry out immediate resolution wherever 
possible, and where not conduct further 
investigation and resolution or referral to other 
suppliers in a timely manner and in-line with 
SLAs 

• Evaluate the quality of an incident record, 
update outstanding information and confirm with 
the end-user once an incident record is resolved 
and ready for closure 

• Monitor the status of active incidents, ensuring 
regular customer updates are carried out, and 
taking measures and escalating as soon as 
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Service Requirement 

possible where service levels are likely to be 
breached or where the priority increases 

• Monitor the categorisation and types of active 
incidents to look for trends and inform 
prioritisation 

• Prioritise and investigate escalations from the 
FSA IT team 

3. Major incident 
management 

[See FS430634_008 FSA 
Incident Management 
Procedure] 

• Provide the Major Incident Management 
function, including a nominated individual for 
each major incident accountable for managing 
the incident, orchestrating bridge calls and 
ensuring the required resources are engaged 
and relevant stakeholders are informed of 
progress 

• Provide regular updates for each major incident 
in accordance with the agreed levels, including 
progress of investigation, estimated time for 
restoration and next scheduled update 

• Produce a major incident report providing details 
of the incident including description, impact, 
timeline, resolution, root cause, future 
preventative measures 

4. Request 
management 

 

[See FS430634_016 FSA 
Request Fulfilment] 

• Provide the request management function, 
taking full responsibility for end-to-end request 
management, including the fulfilment, execution, 
monitoring, escalation and evaluation / closure 
of service requests 

• Ensure requests are appropriately logged, with 
all required fields completed accurately, and 
correctly categorised against the relevant 
service request model 

• Monitor the status of active requests, ensuring 
regular customer updates are carried out, and 
taking measures and escalating as soon as 
possible where service levels are likely to be 
breached 

• Identify, propose requirements and implement 
new items for service requests, and for 
efficiencies in existing service request 
processes (e.g. automation) 
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Service Requirement 

• Prioritise and investigate escalations from the 
FSA IT team 

5. Knowledge base 
management 

 

[See FS430634_011 FSA 
Knowledge Management 
Procedure] 

• Monitor the knowledge bases to ensure content 
is accurate, up-to-date and reviewed according 
to the specified end dates 

• Work with other support partners to populate the 
knowledge base with content to enable first-time 
fix wherever possible 

• Populate user knowledge base with appropriate 
solutions to promote self-service resolution 
where possible 

• Ensure known errors and workarounds are 
identified from incidents, appropriately 
documented and updated in the knowledge 
base 

6. Problem 
Management 

 

[See FS430634_010 FSA 
Problem Management 
Process] 

• Provide the problem management function, 
taking full responsibility for the identification, 
categorisation, prioritisation, diagnosis, 
resolution and evaluation / closure of problems. 

• Provide a named resource to manage the 
problem management process on behalf of the 
FSA, including chairing of weekly problem 
meeting 

• Ensure problems are identified from trends in 
incidents / major incidents, appropriately logged, 
with all required fields completed accurately, 
categorised according to the affected services 
and prioritised 

• Manage problem diagnosis and resolution to 
ensure progress is timely and that regular 
updates are provided 

• Evaluate the quality of a problem record 
throughout, ensuring all relevant information is 
included, that known error records are updated 
and information is shared with other service 
areas 

7. Change 
Management 

• Provide support for change management 
processes, raising changes for own areas of 
responsibility and ensuring requests requiring a 
change are related to them and updated 
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Service Requirement 
[See FS430634_007 FSA 
Change Management 
Procedure] 

8. ITSM Toolset 
(ServiceNow) 

• Conduct all service desk activities using the 
FSA’s ServiceNow instance 

• Identify opportunities for improvements to the 
ITSM toolset / processes and where possible 
provide development resource for 
enhancements and automation as efficiencies 
for service desk operations 

9. Customer 
satisfaction 

• Routinely survey users to establish satisfaction 
levels with the service desk offering on an 
individual ticket basis, providing regular reports / 
data to the FSA, and ensuring feedback is acted 
upon 

10. Other • The Service Desk Supplier will be located and 
operate all services within the boundaries of the 
United Kingdom and, the Supplier, will provide 
appropriate premises from which to operate the 
services 

 

Transformation Requirements 
While the Operational Requirements are concerned with the ongoing support of existing 
services, Transformation focuses on the development of services and changes to 
technology over the course of the contract. Your responses should address, not the day- 
to-day support, but how you will work with us implement new technologies, reduce 
technical debt and enable the services we deliver to continue to transform and improve in 
line with industry roadmaps and best practice standards 

 
 

Service Requirement 

1. Service Portal, 
contact 
management and 
communications 

• Promote the use of the FSA self-service portal 
as the primary means of contact and information 
for IT, encouraging a move away from email and 
telephone contacts to methods that allow either 
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Service Requirement 
first-time fix (live chat) or user-resolution (self- 
service portal / knowledge base 

• Work with the FSA to set up and use Agent 
Workspace on ServiceNow, and enable 
transition from external chat software to 
ServiceNow Agent Chat 

• Work with the FSA to facilitate use of AI 
technologies to enhance the service offering 
(e.g. automated chatbots) 

2. Incident 
Management 

• Reduce the number of incidents raised by users 

3. Major Incident 
Management 

• Work with FSA to implement the major incident 
management module in ServiceNow 

4. Service Catalogue • Work with FSA and other support partners to 
review offerings across the service catalogue 
and develop and implement opportunities to 
automate request processes 

5. Technology 
Roadmap 

• Support and provide technical leadership of 
projects and programmes to deliver the FSA’s 
Technology roadmap 

(See : TBA at point 
of tender release) • Work with other support partners to continually 

improve the technical infrastructure across all 
Service Groups 

 • Work with FSA, and provide pro-active 
expertise, to identify opportunities for roadmap 
development and enhancement resulting from 
business change and industry innovations. 

 • Enable the above by scheduling quarterly (as a 
minimum) Technology Review meetings with 
FSA 
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Service Requirements 
 

Description Purpose Priority 

 
 
Service 
Availability 

• Availability of services, and the support partner 
support provision, should be on a 24/7/365 
basis, including core or ‘working’ hours 7:00am 
to 8:00pm Monday to Friday, and non-core 
8:00pm to 7:00am Monday to Friday plus 
weekends and bank holidays 

 
 

Must 

 
 
Accessibility 

• The support partner shall ensure that all 
services and documentation meet current 
WCAG accessibility standards for their area of 
responsibility 

 
 
Must 

 
User Access 

• The support partner shall adhere to the FSA 
User Access policy. Role based user access 
must be supported and integration with Azure 
AD 

 
 
Must 

 
GDPR • The support partner must comply with their 

responsibilities under GDPR 

 
Must 
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Description Purpose Priority 

 
 
 
 
 
 
 
Service 
Management 

 
[See previous 
procedures as 
well: 
FS430634_006 
FSA Acceptance 
Into Service 
Procedure, 
FS430634_012 
FSA Service 
Asset & 
Configuration Mgt 
Procedures, 
FS430634_018 
FSA Patching 
Policy Sept 2019 
1.1] 

• The support partner shall work to the respective 
FSA processes for Acceptance into Service, 
Change management, Incident Management, 
Request Management, Knowledge 
Management, Problem Management, Service 
Asset and Configuration Management, and 
contribute as required for their areas of 
responsibility 

• The support partner shall provide high- and low- 
level design documents for all services and 
solutions. These must be reviewed and updated 
on at least an annual basis and following the 
successful implementation of Changes, in line 
with the FSA knowledge management process 

• The support partner shall contribute to the 
review of services, evaluation, definition, 
execution and monitoring of CSI initiatives, 
ensuring these are appropriately recorded and 
reported against 

• ITIL principles must be followed 

• The support partner will work on the FSA 
ServiceNow instance with respect to all service 
management processes 

• The support partner shall participate in a 
monthly service review and shall report on their 
own performance, including but not limited to 
incident, request, change, problem, asset 
management, Continual Service Improvements, 
Risk, Security, monitoring, SLA performance, 
patching and endpoint compliance and any 
ongoing projects for their areas of responsibility 

• The support partner will work to Service Level 
Agreements as specified in the FSA Service 
Level Agreement document 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Must 

 
 
Ways of 
working 

• The support partner shall collaborate with the 
relevant FSA groups and other third-party 
support partners in line with the FSA 
collaboration charter, as well as participate in 
any testing and training as required 

 
 
Must 



DocuSign Envelope ID: D9E03B1A-F202-4B52-87EF-9C5D1F2D7CD0 

34 
RM3804 Order Form v4 - August 2019 

 

 

 
Description Purpose Priority 

 
 

Support 
Partner’s End 
User Devices 

• The support partner shall ensure that: 
o FSA Data which resides on an uncontrolled 

support partner device is stored encrypted 
through a process agreed with the FSA 

• Any Device used for FSA data is compliant with 
NCSC End User Devices Platform Security 
Guidance 

 
 
 
Must 

 
 
 
Networking 

• The Support partner will ensure that any FSA 
Data which it causes to be transmitted over any 
public network (including the Internet, mobile 
networks or un-protected enterprise network) or 
to a mobile device shall be encrypted when 
transmitted 

 
 
 
Must 

 
 
Personnel 
Security 

• The support partner shall ensure that all 
personnel are subject to the appropriate pre- 
employment checks and any additional vetting / 
national security vetting clearance as required 
(Baseline Personnel Security Standard for 
service desk staff) 

 
 

Must 

 
Hosting and 
Location of 
FSA Data 

 
• The Support partner shall ensure that they and 

none of their Sub-contractors Process FSA Data 
outside the EEA (including backups) without the 
prior written consent of the FSA 

 
 
Must 

 
 
 
 
 
Security 
Incident 
Management 

• For an incident that is categorised as a security 
incident to follow the security incident 
management policy in parallel to the IT incident 
management policy. This means not transferring 
an incident into problem management without 
sign off from the security team that the risk to 
FSA data/services has been sufficiently 
mitigated. The FSA will work with the supplier 
to waive SLA’s in some circumstances in order 
to continue incident resolution. 

• The service desk will be the first port of call for 
users reporting a data breach or a security 
incident (cyber, technical, physical or personnel) 
so the Support Partner shall ensure the service 

 
 
 
 
 
 
Must 
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Description Purpose Priority 

 desk staff have the capability to identify a 
security and assess an incident and know what 
steps to take – training material will be provide 
as part of the onboarding process. 

 

 
 
Understanding 
of FSA policies 

• The Support Partner shall ensure the service 
desk personnel understand the relevant FSA 
policies including Records Management and the 
Acceptable Use Policy to give advice to users 
based on FSA policy rather than generic 
guidance e.g. Microsoft. 

 
 

Must 
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Little Fish (UK) Ltd Qualification Responses 
 
 
 
 

Supplier LITTLE FISH (UK) LIMITED 

Supplier Evaluation Accepted 

Acceptance or Rejection Notes  

Section Name 1.1 Service Qualification Questions 

Question Description 

1.1.1 1 ITSM Toolset (ServiceNow) - Please confirm that you agree to conduct 
all service desk activities using the FSA's ServiceNow Instance? 

Response 

Yes 
 

Question Description 

 
1.1.2 2 

Accessibility - Please confirm that you will ensure that all services and 
documentation meet WCAG 2.1 AA accessibility standards for their 

area of responsibility. 

Response 

Yes 
 

Question Description 

 
 
 

1.1.3 3 

Service Availability - Availability of services will be on a 24 hours a 
day, 7 days a week, 365 days a year basis, except where specified with 
FSA agreement, and including dedicated support for core / working 

hours and shared support outside of this. 
 

Please confirm you agree to this. 

Response 

Yes 
 

Question Description 

 
 

1.1.4 4 

Working Hours - The supplier will provide a 24/7/365 service, 
including core or ‘working’ hours 7:00am to 8:00pm Monday to Friday 

, and non-core 8:00pm to 7:00am Monday to Friday plus weekends 
and bank holidays. 

 
Please confirm you agree to this. 

Response 

Yes 
 

Question Description 
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1.1.5 5 

Security Incident Management - The Supplier will comply with the FSA 
security incident management policy. All security incidents will be 

prioritised as a P2 or above. 
 

Please confirm you agree to this. 
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Response 

Yes 
 

Question Description 

 
1.1.6 6 

Resource - The supplier will proved a named Service Delivery Manager. 
 

Please confirm you agree to this. 

Response 

Yes 
 

Section Name 1.2 Security Qualification Questions 

Question Description 

 
 
 

1.2.1 1 

Networking - The Supplier will ensure that FSA Data which needs to be 
transmitted over networks (including the Internet, mobile networks or un- 

protected enterprise network, mobile device) shall be encrypted when 
transmitted. This includes any FSA data held by the Supplier in their own 

environment. 
 

Please confirm you agree to this. 

Response 

Yes 
 

Question Description 

 
 
 
 

1.2.2 2 

Personnel Security - All Supplier Personnel will be subject to a pre- 
employment check before they participate in the provision and or 

management of this Service. Such pre-employment checks must include 
the HMG Baseline Personnel Security Standard including: verification of 
the individual's identity; verification of the individual's nationality and 

immigration status; and, verification of the individual's employment 
history; verification of the individual's criminal record. 

 
Please confirm you agree to this. 

Response 

Yes 
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Question Description 

 
 
 

1.2.3 3 

Personnel Security - The Supplier will work with FSA to determine if any 
roles that require additional vetting and a specific national security vetting 

clearance. Roles which are likely to require additional vetting include 
system administrators whose role would provide those individuals with 

privileged access to IT systems. 
 

Please confirm you agree to this. 

Response 

Yes 
 

Question Description 

 
 

1.2.4 4 

Identity, Authentication and Access Control - The Supplier will ensure the 
access control regime of Service Now ensures all users and administrators 
are uniquely identified and authenticated when accessing or administering 

the Services. 
 

Please confirm you agree to this. 

Page 3 of 
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Response 

Yes 
 

Question Description 

 
 

1.2.5 5 

Identity, Authentication and Access Control - The Supplier will abide by 
NCSC best practice and the FSA policy for password creation and reset. 

 
Please confirm you agree to this. 

Response 

Yes 
 

Question Description 

 
 

1.2.6 6 

Event Logs, Reporting and Protective Monitoring - The Supplier shall 
ensure service desk personnel can understand and react in line with FSA 

policy to any security alerts that are received e.g. a risky logon alert. 
 

Please confirm you agree to this. 

Response 

Yes 
 

Question Description 
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1.2.7 7 

Hosting and Location of FSA Data - The Supplier shall ensure that they and 
none of their Sub-contractors Process FSA Data (including data used in the 

management of the service in their own system) outside the EEA 
(including backups) without the prior written consent of the FSA. The 
Supplier must also provide the locations within the EEA where data is 

stored. 
 

Please confirm that Data would be hosted within the EEA and unless 
express permission is granted to the contrary. 

Response 

Yes 
 

Question Description 

 
 

1.2.8 8 

Vulnerabilities and Patching - the Supplier shall ensure service desk 
personnel understand the FSA patching policy and what to do if the 
security team raise a security patching incident with service desk. 

 
Please confirm you agree to this. 

Response 

Yes 
 

Question Description 

 
 
 

1.2.9 9 

Malicious Software - If Malicious Software is found, the parties shall 
cooperate to reduce the effect of the Malicious Software and, particularly if 

Malicious Software causes loss of operational efficiency or loss or 
corruption of FSA Data, assist each other to mitigate any losses and to 

restore the Services to their desired operating efficiency. 
 

Please confirm you agree to this. 

Response 
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Response 

Yes 
 

Question Description 

 
 
 

1.2.10 10 

Secure Architecture - The Supplier will ensure services are designed in 
accordance with the NCSC "Security Design Principles for Digital Services", 

a copy of which can be found at: 
https://www.ncsc.gov.uk/guidance/security-design-principles-digital- 

services-main; 
 

Please confirm you agree to this. 

Response 

http://www.ncsc.gov.uk/guidance/security-design-principles-digital-
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Yes 

 

Question Description 

 
 

1.2.11 11 

Secure Architecture - The Supplier will ensure services are designed in 
accordance with the NCSC "Bulk Data Principles", a copy of which can be 
found at https://www.ncsc.gov.uk/guidance/protecting-bulk-personal- 

data-main. 
 

Please confirm you agree to this. 

Response 

Yes 
 

Question Description 

 
 

1.2.12 12 

Secure Architecture - The Supplier will ensure services are designed in 
accordance with the NCSC "End User devices", a copy of which can be 

found at 
https://www.ncsc.gov.uk/collection/end-user-device-security. 

 
Please confirm you agree to this. 

Response 

Yes 
 

Question Description 

 
 
 

1.2.13 13 

Secure Architecture - The supplier will ensure services are designed in 
accordance with the NSCS "Cloud Security Principles", a copy of which can 

be found at: https://www.ncsc.gov.uk/guidance/implementing-cloud- 
security-principles. 

 
Please confirm you agree to this. 

Response 

Yes 
 

Question Description 

 
 

1.2.14 14 

Principles of Security - The Supplier shall be responsible for the 
confidentiality, integrity and availability of FSA data whilst it is under the 

control of the Supplier and consequentially the security of the 
system/service. 

 
Please confirm you agree to this. 

Response 

Yes 
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1.2.15 15 
Certification - the Supplier has Cyber Essentials PLUS. 

 
Please confirm you hold this certification. 

Response 

Yes 
 

Question Description 

 
 

1.2.16 16 

Assurance - the Supplier will create an information Security Management 
Document Set to document how they will comply with the specific FSA 

security requirements to be approved by the Head of Security at the FSA. 
 

Please confirm you agree to this. 

Response 

Yes 
 

Question Description 

 
 
 

1.2.17 17 

Incident and Breach Management - reporting - If the Supplier becomes 
aware of a Breach of Security covering FSA data including on their own 
systems (including a Personal data breach) the Supplier will inform the 

FSA at the earliest opportunity. 
 

Please confirm you agree to this. 

Response 

Yes 
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Little Fish (UK) LTD Operational Response 
 

TENDER FS430637 - SERVICEDESK 
      

Section 1: Service Portal, contact management and communications – 15% 
A Respond to incoming contacts for chat, service portal, email and telephone in accordance with Service Level 
Agreements. 
Q1 - How will you ensure that the specified communication channels are appropriately resourced to meet the response SLAs 
required? – 20% 

 
The Littlefish Service Desk Pod will use technically capable Service Desk agents that are customer-service focused and take an 
empathetic responsibility for delivery of quality service to FSA. Resourced to handle the published Support Request (a collective 
term for Incidents and Service Requests) volumes, agents will be capable of responding via a range of channels and required 
service levels. We have developed our services over many years and across many customers, enabling us to appropriately resource 
communication channels and consistently exceed SLA targets. We will continue to draw on this experience to deliver tangible 
benefits to FSA. 

 
As the incumbent supplier, Littlefish has an in-depth experience and understanding of the demand FSA users place on the Service 
Desk, not only in terms of calling patterns and channel usage, but also the nature of the issues and requests. This makes us well 
placed to understand how to resource efficiently, drawing historical trends as well as anticipated variations to volumes related to 
planned changes, for which we might propose additional resource or Early Life Support if appropriate to facilitate the smooth 
rollout of a major change to FSA services or within the FSA estate. 

 
Using past performance as an example of our ability to consistently exceed the required service levels: 

 
• 97.8% of Chat sessions have been responded to in the 120 second SLA between September 2020 and February 2021 
• 94.6% of Telephone calls answered within the 20 second SLA between September 2020 and February 2021 

 
Continuing today’s model, we propose to retain a dedicated Service Desk Pod for FSA that provides the benefit of known agents 
that are not only familiar with FSA’s users but also the technical and business environments. We propose to resource the Pod to 
meet approximately 85% of peak demand, enabling overflow during periods of higher than normal demand into an adjacent Pod 
that is cross-skilled, familiar with FSA users, and equally well equipped to respond to their Support Requests. We will continually 
analyse Support Request volumes and contact patterns so that we can accurately anticipate peak and quieter periods throughout 
the day and respond accordingly. 

 
While our resource model is designed to meet the demand for all channels, we do not resource each channel separately. Instead, 
the FSA Pod and Out of Hours team will continue to support users logging tickets via the required channels, including Service 
Requests (for which we have discussed our approach in further detail in our response to Q2 below). 

B Ensure incoming contacts are appropriately categorised (incident, request) and updated. 
Q2 - How will you ensure contacts are categorised accordingly, and how might the process of creating incidents / requests from 
contacts be improved? – 10% 

 
The correct categorisation of Support Requests, at the point of logging, during the life of the Support Request, and at the point of 
closure, is important for several reasons:- 
- Helping ensure that any escalations are directed to the correct downstream resolver group 
- Providing agents and engineers an understanding of the nature and status of a Support Request when working on it at any 

point during its lifecycle 
- Supporting effective trend analysis and Problem Management after closure to enable continual service improvement activity 

 
Defining Support Request categorisation typically starts during Service Transition when the IT Service Management (ITSM) system 
is configured to align to the services being provided. With ServiceNow already in place, Littlefish will continue to work 
collaboratively with FSA to identify and recommend changes where they are seen to be of benefit. Proposed changes will typically 
be managed by the Littlefish Service Delivery Manager through the Continual Service Improvement process that will be regularly 
reviewed during the Service Review cycle. 

 
With the correct categories in place within the ITSM system, Littlefish Service Desk agents will follow a standardised process to 
ensure that the correct category is selected, both at Incident/Service Request level and at the sub-category level. This occurs 
initially at the point of logging and initial triage, and during subsequent interactions with the Support Request to ensure that any 
changes are captured and the Support Request always reflects its current status accurately. Support Requests (both open and 
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closed) are routinely checked by the Service Desk Team Leader and the Incident and Request Management functions, backed up 
by additional training where required to ensure ongoing consistency and accuracy. 

 
Littlefish recognises that currently both Incidents and Service Requests can be logged by email and that the ServiceNow Service 
Desk Call module provides a ‘holding’ queue function, enabling the logging of both Incidents and Service Requests by email until 
they are triaged and suitably categorised. With the upcoming release of ServiceNow Quebec however the Service Desk Call module 
will no longer be available, effectively categorising by default any Support Request logged by email as an Incident. This will 
encourage users to log Service Requests on the ServiceNow Portal, streamlining the process for users who wish to log Incidents in 
this way (however also requiring some behavioural changes for those seeking to log a Service Request) and improving over time. 
We note that FSA’s goal is to ultimately eradicate the option to log Support Requests by email, an approach that Littlefish fully 
supports on the basis that users seeking immediate support for Incidents will get the best service by immediately engaging a 
Service Desk agent via phone or Chat, or by using inherent and future capability within the ServiceNow Portal. We anticipate 
working closely with FSA to ensure our service adapts to the changes brought about by the ServiceNow ITSM system while also 
seeking to maximise the benefit of those changes and adopt new working practices that will continually improve the FSA user 
experience and keep up with the latest technical improvements in the general Service Desk arena. 

 
Further to the removal of the Service Desk Call feature from ServiceNow, Littlefish will support FSA in encouraging users to use the 
ServiceNow Portal when logging Service Requests. On the basis that a Service Request is pre-defined change, supporting templates 
can be used for the accurate capture of information from the user at the point of logging. This reduces the demand on Service 
Desk agents while also avoiding the need for agents to contact users for clarification before a Service Request can be acted on. We 
will also expect to work with FSA to create and refine underpinning workflows to automate the approval process to add further 
efficiency, ultimately presenting the Service Desk agent (or automated fulfilment process) with a Service Request that is pre- 
approved and ready to be fulfilled. 

C Provide communications to keep end users informed of issues that may affect them, or that may reduce the 
number of enquiries made by users. 
Q3 - Describe your approach to user communications, and how these would reduce / prevent the number of enquiries / tickets 
raised by users? – 20% 

 
While Littlefish sees ease of access to the Service Desk as central to the provision of effective service and a high quality user 
experience, we also recognise that the Service Desk is a valuable and finite resource that should be used efficiently. We combine 
ease of access with an effective communication strategy that keeps users informed so that all contacts made to the Service Desk 
are targeted and deliver best value to the user and FSA alike. 

 
There are three key areas that have the potential to drive significant (and largely avoidable) traffic to the Service Desk. First is 
service unavailability or ‘downtime’ caused by planned Change such as system upgrades, patching, projects work and general 
maintenance activity. Working closely with the Change Management function we proactively identify upcoming activity that will 
impact system or service availability, and support communication to users via agreed channels. This includes ServiceNow updates 
including the self-service portal and other platforms such as Intranet and Yammer. 

 
Second is critical Incidents impacting service availability. Managing the resulting additional traffic to the Service Desk is more 
reactive, as there is no option to proactively communicate to users in advance. In the event of a P1 we aim to ‘catch’ associated 
incoming Support Requests by rapidly adding voice messages to our RingCentral telephone platform (Interactive voice response or 
IVR messages), informing users of the P1 Incident so that they have the option not to place their call with the Service Desk agent. 
Equally, and in addition to updates in the ServiceNow system, we create template responses for P1s so that Chats can be 
responded to quickly and professionally by Service Desk agents, reducing the need to engage while also informing the user of the 
current status. These activities integrate closely with the Major Incident process to ensure communications remain current while 
the P1 is active. 

 
Littlefish recognises the need for sensitivity when communicating with users, in particular in the event of a widespread business 
impacting Incident. We recommend that FSA retains ownership of issuing communications to users, while working together with 
the Littlefish Service Desk, Change Management and Major Incident Management functions to ensure accuracy and consistency of 
messaging. We aim to ensure that clear communication processes and responsibilities are defined and agreed so that user 
communications can be issued rapidly when required. By maintaining a clear and consistent approach, users will remain confident 
that relevant and accurate communications will be provided in a timely manner, increasing confidence in the service and ultimately 
reducing the volume of enquiries users make to the Service Desk. 

 
A third but significant means of reducing user enquiries is through ad-hoc user education and the promotion of self-help services. 
Our Service Desk agents are actively encouraged to engage with users during the support process, gently imparting knowledge 
that would allow users to help themselves if facing a similar issue in the future. This is done sensitively, drawing on our agents’ 
softer skills to gauge the user’s attitude and aptitude to gaining additional knowledge in this informal manner. Additionally, our 
agents, during the course of a support phone call or Chat, inform users of alternative and more efficient ways of seeking support to 
raise awareness and promote a more efficient service delivery model. As we continue to develop the user knowledge base, our 
agents will also continue to promote self-service resolution, providing users an alternative means of resolving their issues and 
further reducing the number of enquiries made to the Service Desk. 
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D Provide a telephone response service, including voice recording of all calls and provision of pre-recorded 
messages (e.g. information on major incidents) 
Q4 - Describe your telephone response service, and how you would ensure it is available on a 24/7/365 basis? – 20% 

 
Littlefish provides fully 24/7 ‘lights-on’ operations from our Service Centres in Nottingham and Sheffield. Our engineers are based in 
our offices (albeit in a limited capacity under current Covid-19 related restrictions) around the clock and are on hand to respond to 
users seeking support at any time of the day. In addition to delivering our Service Desk across multiple Littlefish office locations 
and equipping our Service Desk agents to work securely from anywhere with an internet connection, our systems, including our 
SaaS-based RingCentral telephony platform, operate to >99.9% availability. The current and planned future service that Littlefish 
provides to FSA includes multi-channel access to the Service Desk, including telephone, with voice recording for all calls and the 
ability to rapidly add pre-recorded messages to provide user information and control traffic in the event of a Major Incident. 

 
While we propose to maintain the dedicated Service Desk Pod for FSA, to meet demand outside of core hours of 7:00am to 8:00pm 
Monday to Friday we operate Extended Hours and Out of Hours teams that deliver the same high quality service as during business 
hours. These teams have full access to the same Service Knowledge Management System (SKMS) used by the core hours Pod to 
ensure they are equally able to respond effectively to Support Requests. 

 
Our telephony platform is provided by RingCentral, a leading provider of global enterprise solutions, and is configured to support 
and intelligently route inbound contacts from the FSA to the Service Desk Pod, and any overflow Pods as required. Littlefish can 
provide local, non-geographic numbers as part of the service, alternatively we can assist with forwarding existing numbers if 
preferred. 

 
We will deliver a comprehensive Interactive voice response (IVR) solution to ensure calls are routed to the correct team or where 
appropriate, a 3rd party. RingCentral supports message recording and announcements with logic rules for when these messages 
should be played. 

 
An integrated experience for our agents via our telephony console ensures improved customer service and reduced call handling 
times as the caller name and number are presented to the agent prior to receipt. Existing ticket information is presented to the 
agent who can launch directly into ServiceNow. 

 
We also have the capability to record 100% of inbound and outbound calls by default and can configure the system to meet any 
specific retention requirements. Access to call recordings can be provided upon request. 

E Provision of live-chat functionality available to all users and able to integrate with the FSA ServiceNow instance 
Q5 - Describe the live-chat function you would use and how this will be integrated with the FSA's ServiceNow instance – 20% 

 
Littlefish proposes initially to use the existing tool Littlefish Live that is currently deployed and integrated with the FSA ServiceNow 
system. Littlefish’s live-chat function is built on LogMeIn Rescue, a market leader in live-chat and remote connectivity technologies. 
LogMeIn provides the capability to brand and configure the service to our needs. Littelfish Live provides an integrated Chat and 
remote desktop connection capability within a single tool that also captures and transposes Chat sessions into ServiceNow so that a 
record of all Chat communications with Service Desk agents are retained as part of each Support Request record. 

 
Littlefish Live sessions can run all day if required, allowing the user to interact with the Service Desk at a pace that they dictate, 
dipping in and out of the support process as their need arises. One significant benefit of this approach is that the user does not 
‘lose’ their connection to the Service Desk agent and can re-engage whenever is suitable for them, for example following a meeting 
when their attention has been diverted elsewhere. Because ‘Live’ also gives the Service Desk Agent significant ‘back end’ access to 
the user’s device it is often possible for the Service Desk Agent to remediate and resolve in the background, whilst the user is also 
still using their device in an uninterrupted capacity. 

 
Littlefish Live also provides the ability to carry out customer satisfaction surveys at the end of a Chat session, providing a quick and 
easy means for customers to leave feedback that delivers a 33% response rate, far higher than more traditional methods (such as 
a link provided within an Incident closure notification email which typically delivers a 2% response rate). 

 
Both Chat and remote takeover are provided securely by Live over any internet connection, negating any requirement for the use 
to be on a corporate network or VPN connection, maximising the remote resolution and fulfilment capability. Live is accessed by LF 
employees via dedicated named accounts further secured by multi factor authentication services (MFA) using Soft Tokens to 
protect the loss of any data. MFA works on the security premise of having both ‘something you know’ (for example a pin code) and 
‘something you have’ (for example a code generated by a security authenticator device). In addition, the Littlefish Live toolset 
requires the endpoint device to also be registered with the service to enable the technician features. 

 
The named accounts are created as part of our internal starters and leavers process, which are performed by our Thoughtonomy 
RPA platform to ensure consistency and completion. As per NCSC recommendations, we do not operate shared accounts within 
Littlefish ensuring that an audit trail can be maintained, and access patterns reviewed. 
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Looking ahead LF recognises FSA’s goal to move to Workspace Agent Chat. We have experience of using this technology with other 
Littlefish customers (for example HS2) and would welcome the opportunity to support FSA in delivering this project, considering the 
implications of moving to an alternative chat interface, and ensuring a seamless transition from the Littlefish Live tool that takes 
best advantage of the capabilities inherent in the ServiceNow system. 

F Provision of a remote desktop connection solution. 
Q6 - Describe the remote desktop connection solution you would recommend – 10% 

 
As outlined in our response to live-chat functionality described above in our response to Q5, Littlefish proposes initially to use the 
existing tool Littlefish Live that is currently deployed and integrated with the FSA ServiceNow system. Built on LogMeIn Rescue, 
Live provides an integrated Chat and remote desktop connection capability within a single tool, streamlining the process for Service 
Desk agents as the support process takes them from Chat to remote takeover through a single interface. 

 
Live is configured so that remote control of a user’s device can only be initiated on approval by the user, on their device, and in 
real time. This enables the Service Desk agent to both remotely control and manage the end user’s device unobtrusively. While 
remote takeover allows the user to demonstrate their issue and the Service Desk agent to provide as-hoc guidance and training, 
our agents are trained to hand back control of users’ devices when an interactive session in no longer required. The Service Desk 
agent can then interrogate and modify a myriad of device settings and features in the background, thus allowing the user to 
continue with their normal work whilst the Service Desk works towards a resolution. FSA users can therefore maintain productivity 
while their Support Request is actioned, minimising disruption. 

 
Littlefish recognises that with FSA’s future goal of moving from a supplier-provided chat tool to ServiceNow Workspace Agent Chat, 
the underpinning LogMeIn tool, while still a viable solution in this scenario, may no longer be appropriate for FSA’s requirements. 
In this event we would be happy to work with FSA to identify and implement an alternative. Littlefish also uses Datto Remote 
Monitoring and Management for this purpose, as well as Beyond Trust which has proven ability to integrate with ServiceNow, and 
which we use as part of the toolset for the Service Desk we deliver to HS2. We have outlined our experience in more detail in our 
response to Q2 in Transformational Requirements. 

 
For completeness, we have repeated below the security features inherent in our Live toolset, as already stated in our response to 
Q5 above. 

 
Both Chat and remote takeover are provided securely by Live over any internet connection, negating any requirement for the use 
to be on a corporate network or VPN connection, maximising the remote resolution and fulfilment capability. Live is accessed by LF 
employees via dedicated named accounts further secured by multi factor authentication services (MFA) using Soft Tokens to 
protect the loss of any data. MFA works on the security premise of having both ‘something you know’ (for example a pin code) and 
‘something you have’ (for example a code generated by a security authenticator device). In addition, the Littlefish Live toolset 
requires the endpoint device to also be registered with the service to enable the technician features. 

 
The named accounts are created as part of our internal starters and leavers process, which are performed by our Thoughtonomy 
RPA platform to ensure consistency and completion. As per NCSC recommendations, we do not operate shared accounts within 
Littlefish ensuring that an audit trail can be maintained, and access patterns reviewed. 

Section 2: Incident management – 25% 
A Provide the incident management function, taking full responsibility for end-to-end incident management, 
including logging / categorization, monitoring, escalation, evaluation and resolution of incidents within agreed 
timescales. 
Q7 - Describe your approach to incident and major incident management, and how you would identify and resolve incidents for 
your areas of responsibility. Please feel free to include any diagrams/process flows into your answer – 20% 

 
A standardised process for Incident Management will be followed, involving classification, investigation, communication, 
remediation, and resolution of Incidents. The initial focus of the Service Desk will be FCR. Where an Incident is not resolvable by 
Littlefish we will refer it to an appropriate member of the Service Ecosystem. 

 
The Service Desk retains ownership of all Incidents throughout their lifecycle and continues to communicate with FSA users, in turn 
advocating on behalf of the user with the relevant Resolver Team that is responsible for the Incident. The level of engagement 
depends on the circumstances. Sometimes our Service Desk will manage the communication flow with the relevant Resolver Team, 
keeping the FSA user informed but ensuring they aren’t unnecessarily involved directly in the support process (an example being 
our ability to engage directly with a FSA WAN provider to help resolve a connectivity issue at a FSA sites). There will also be 
occasions where the Service Desk would only be an unnecessary ‘middle man’ in the support process , in these circumstances the 
Service Desk will facilitate communication between the relevant parties. The Service Desk’s involvement does not end there 
however, as they will continue to monitor and manage the associated Support Request, following up with both the user and the 
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Resolver Team to ensure that suitable progress is being made (within agreed service levels), and/or that the Support Request has 
been resolved successfully. Where the need arises (such as impending or actual service level breach), the Service Desk will be 
armed with the ability to escalate to an appropriate authority within the Resolver Team (ideally throughout any part of the Service 
Ecosystem) to ensure that suitable focus is given to rapid resolution. 

 
Our Service Desk agents are trained to obtain accurate and comprehensive information when a user logs a Support Request so that 
there is no onward requirement for the user to repeat themselves (irrespective of who in the Service Ecosystem ends up 
remediating). 

 
Please find a typical Incident Management swim lane diagram below based on the ITIL framework: 

 
 
B Ensure incidents are appropriately logged, with all required fields completed accurately, relevant information 
included, categorised according to the affected services, prioritised and where relevant assigned correctly. 
Q8 - Describe how you achieve this, what steps you will take to ensure incident ticket quality is maintained and how other resolvers 
receive the right information – 15% 
Our service (and our business) is fundamentally underpinned by our approach to quality management, which is in turn supported 
by our ISO9001:2015 accreditation. 

 
We will be taking time, during the service transition process, to reaffirm to the FSA ‘Pod’ (and the wider Service Desk operation) 
the FSA specific business, process, people knowledge and knowledge transfer for any additions to the scope of responsibilities that 
arise as part of the re-tender process. This will enable a high quality, empathetic, and attuned service to be delivered to FSA users 
at the first point of contact. Through ‘shift left’ we will continue to evolve this knowledge over the lifecycle of the contract, ensuring 
that the Service Desk become ever more knowledgeable about FSA from an IT and a business perspective. By example, a key part 
of monthly Incident analysis activity is to assess those Incidents that were not addressed by Littlefish, and to ask the question as to 
why. In some instances, the only barrier to delivering this support at the first point of contact will be some documented knowledge 
(and handover) and therefore we work with the relevant member of the Service Ecosystem to transfer this capability. This 
obviously helps to ensure that ever more support is delivered through one interaction with the user. 

 
All Service Desk personnel are reviewed on a monthly basis with regards to the quality of the service they are providing, we will 
also take the time to review ticket quality across the Service Eco-system. There are a variety of factors that are assessed by a few 
representative examples, for assessing the quality of: 

 
• Initial registration details 
• Point in time ticket information comprehensiveness 
• Accurate resolution details 
• Appropriate and timely user communication 

 
The first three in this list are aimed at ensuring that a colleague can pick a ticket up with no prior knowledge and still be able to 
deliver a service, without having to go back to the user to seek clarifications. Consideration is paid to the Incident holistically and 
where possible we will assess the input of other parties in the wider Service Ecosystem (helping to promote better working 
practices across the landscape) via other Resolver group team leads. 
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We would be happy to share our Contact and Incident Quality Framework collateral on request (and subject to NDA), however two 
short excerpts are included below. 

 

 
 

 
 
 
To continually deliver an outstanding level of service we develop our staff to consistently deliver and improve customer service and 
all staff attend mandatory externally provided customer service training on a bi-annual basis. This includes any aspect of user 
interaction ensuring that communications are sensitive, clear and appropriate, paying attention to commitments that are required 
to be honoured. For longer serving Service Desk employees the training sessions have been evolved to include actor-led scenario 
based training, where the agents are put through their paces in more challenging call situations. 

 
The FSA Service Desk Pod will be delivering ‘how to’ type support to FSA users, in turn helping them to become more proficient in 
the systems and services that they use. A natural offshoot of this will be to assess frequent ‘how to’ requests and to bundle these 
up into FAQs or knowledge articles that can be delivered back to FSA users through the self-service interface. 

 
We also take advantage of ticket templates within ServiceNow, this feature enables us to consistently prepopulate frequently 
logged incidents (e.g. password resets) with all the correct details like categories, sub categories, incident type etc for consistent 
and reliable information capture. 

 
Finally, the Littlefish SDM and FSA IT Services Manager are currently working together to design a component in ServiceNow which 
will randomly pick tickets within the tool to be reviewed by the Incident Manager within the tool. This is performed alongside the 
regular quality checks performed within Littlefish. 
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C Carry out immediate resolution wherever possible, and where not conduct further investigation and resolution or 
referral to other suppliers in a timely manner and in-line with SLAs. 
Q9 - How do you ensure that incidents are resolved immediately whenever possible? – 15% 

 
We sub-divide our Service Desk into smaller customer focussed ‘Pods’; a ‘team-within-a-team’. By configuring contact channels to 
route through the Pod, we aim to ensure that more than 90% of contacts are facilitated by the FSA Pod. The ability to drive this 
volume of contacts through the Pod helps to build familiarity and rapport between the Service Desk and the FSA users, and 
critically, the Line of Business (LoB) application environment. 

 
Our approach to service delivery is centred on First Contact Resolution (FCR) and user experience. It will only be possible to 
achieve the requested level of FCR by ensuring the Service Desk understands the business of FSA (as opposed to just the IT of 
FSA). A key stream of Service Transition will be to understand the FSA business operations so that this knowledge can overlay the 
support process, enabling the Service Desk to deliver a well-informed and empathetic service in clear and straightforward language 
that FSA users understand. Service ownership is engendered within the Pod and, in turn, it will feel like a personalised service to 
FSA users. 

 
Our typical Pod structure and service process is captured below. 

 

 
Unlike other Service Desk operations, our Service Desk provides much more than a ‘log and flog’ 1st line service. Our Intelligent 
Service Desk is manned by technically capable agents (typically being a minimum of Windows MCSA calibre) who are targeted with 
attaining maximum FCR. 

 
As a standard service feature, we endeavour to pick up 1st line support activities in relation to FSA's LoB applications. Littlefish’s 
Incident and Knowledge Managers will continually keep a sharp eye on opportunities to shift left activities for LoB applications as 
part of our review sessions. This provides the Service Desk with greater FCR capability. Reliance on internal subject matter experts 
and third party suppliers is also reduced for unnecessary referrals. Since we’ve been able to measure FCR accurately with 
ServiceNow, we’ve attained an 81% FCR from May 2018, consistently beating our 70% target. 

 
By example, for current customer, Farrow & Ball (a global Paint manufacturer and retailer), we have achieved yearly improvements 
across the KPI scorecard, but with a specific focus on FCR. From a base (in year 1) of 70% FCR we have been able to enhance FCR 
to over 90% by year 5. This has been achieved through a combination of continual ‘shift-left’ for LoB applications, CSI initiatives, 
and an ever-evolving understanding of Farrow & Ball’s technology and business operations. 

D Evaluate the quality of an incident record, update outstanding information and confirm with the end-user once an 
incident record is resolved and ready for closure. 
Q10 - What checks do you undertake before closing an incident? – 10% 

 
No matter what size or shape an Incident is (P1 to P4) or what channel it was raised under (chat media, automated alert, call) all 
the checks that Littlefish Service Desk analysis undertake before closing an Incident are the same and follow the ITIL framework. 
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There may be ITSM tool nuances, or context-specific reasons for emphasising elements of closing an Incident, however the process 
remains the same:- 

 
- Has a potential resolution been identified, tested, applied & retested? 
- Is recovery complete and normal service restored (this may include specialist support groups and other suppliers along with 

the FSA to confirm)? 
- Are all stakeholders satisfied and willing to agree that the Incident is closed? 
- Are there duplicate Incidents to close if this is a Master incident (for example, automated monitoring has created many 

incidents) 
- Is the Closure categorization correct and Incident documentation updated:- 

o Is there a historic record in the ITSM of the Incident, its impact & resolution? 
o Are Knowledge updates required and/or were there specific Knowledge Articles used to aid investigations and 

recovery? 
- Is this an ongoing or recurring problem – is any further preventive action necessary to avoid a repeat Incident. Typically this 

occurring in conjunction with *Problem Management, raise a Problem Record in all such cases so that preventive action is 
initiated. 

- Are all areas of the Incident records updated and accurate – Description, Category (& Subcategories), Clear Comms, 
reason(s) for SLA breach and recommendations? 

 
*For high priority incidents (P1 & P2), regardless of causal investigations and conclusions at the time of the Incident, Littlefish 
recommend raising a new Problem Record (or append to an existing one). This activity is associated with sharing a chronology of 
events and any key or immediate recommendations by the parties involved in resolving the Incident. 

 
When direct user contact is required, Littlefish work to a three-strike rule. For various reasons some Users may not respond to 
requests for more information in order to progress an Incident to closure (if they raised an Incident before taking annual leave for 
example). In this instance the contact requests(s) are recorded in the ITSM (time and type) and after three attempts the Incident 
is marked for potential closure, with associated reasons. Closure is not automated however, there may be validity in a lack of 
response, the Incident may move queues or be associated with a master Incident or be impacting a VIP or user with particular 
needs, for example. 

 
We are aware that the FSA have separate processes for Major Incident Management (MIM) and incidents that have a specific or 
significant Security element, these Incidents are likely to have a slightly different path to closure depending on FSA’s process. For 
example, the virtual team running point on chairing MIM bridge calls and cross-supplier communication within each IT Team would 
seek approval from all impacted suppliers and FSA stakeholders before closing an Incident. Regular MIM communication on the 
progress of an Incident will always include confirmation of resolution and ultimately closure – this allows stakeholders to halt or 
elongate the closure process if necessary. Sometimes for example other Incidents may need to be raised, where partial service has 
been restored or an element of risk has been accepted by the FSA to keep the business running but normal service has not been 
fully restored. 

 
Security Incidents may add extra complexity and steps before closure. For example, disclosing an NCSC Vulnerability and/or only 
closing the Incident when it has been associated with a new FSA IT risk (or appended to an existing one) and FSA’s Security team 
are comfortable with the closure. 

 
Finally, after closure a user satisfaction survey is emailed to the original requestor, or automated if chat was used. If the Incident 
was high priority the FSA would be invited to provide feedback as the chronology of events is presented (via the Problem 
Management process). 

 
Each week (or on a ad hoc basis when service quality is in question) the Service Desk team leader will run through a quality 
template, picking out a subset of Incidents with ranging type and priority. An example is below, this represents a per Service Desk 
analyst quality score template. It aids personal development as well as continual improvement to support FSA staff more effectively 
and efficiently, highlighting areas of failure that Littlefish should target. 

 
 
 

Quality of closure is the final and most important check performed:- 
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E Monitor the status of active incidents, ensuring regular customer updates are carried out, and taking measures 
and escalating as soon as possible where service levels are likely to be breached or where the priority increases. 
Q11 - How do you ensure that customers always receive timely updates for your own and other suppliers' incidents? What actions 
would you take to prevent service levels breaching for your own and other suppliers' incidents? – 15% 

 
For every incident Littlefish will always request that it is recorded and categorised in an ITSM tool. In the case of FSA, ServiceNow 
provides a unique Incident identifier and automatically contacts (emails) members of the resolver queue who are responsible for 
delivering the service that the Incident is related to as well as the user who raised the incident. As the incident is updated, the user 
receives further communication on how it is progressing and from time to time may receive requests for more information. The 
timely nature of updates is set early in the process. 

 
At the heart of Littlefish’s Service Desk delivery is our desire to delight users and customers. To achieve this all of FSA’s SLAs are 
automatically entered in to control dashboards monitored by Service Desk staff, Team leads and ultimately the Operational 
Director. These dashboards are also placed publicly throughout Littlefish offices and use proprietary logic to escalate potential SLA 
breaches (at a macro and micro level), actual SLA breaches, and Incidents that have more generally not received an update for an 
extended period. It is the latter of these metrics that ensures users receive timely updates to Incidents if day-to-day activity has 
been busy pulling Service Desk staff in to other priority activities. This is where our Pod structure comes in to action (discussed in 
question 9), allowing us to shape and resize to meet SLAs and keep users abreast of their Incident and next steps. The core 
structure of our delivery model is aimed at SLA breach prevention. 

 
Nearly Breaching reports are run every morning (365 days a year) and sent on to the Service Desk and related Infrastructure 
Support and Endpoint Management teams as well as the Service Delivery Manager. A sub element of the report contains “update 
required” metrics that covers the entire Service Ecosystem for the FSA. It is important to understand that if Littlefish do not own an 
Incident we still treat it as our own and contact or chase suppliers who own the associated resolver group for a timely update. All 
suppliers should be working to FSA’s standard SLAs and therefore welcome this level of insight and support to keep delivering a 
high-quality service to FSA users. Highlighting the need for an update might be made back at an FSA resolver queue - where a 
proprietary application is involved for example. 

 
If a P3-4 Incident is taking a long time to understand and resolve, actions to prevent service level failures become much deeper 
than a chase - Littlefish will pull a call together with key suppliers to discuss the Incident at length and agree (and communicate) 
next steps. Thankfully, the requirement to push other suppliers is rare, the Littlefish Service Desk quickly build rapport with all key 
suppliers recognising the need to over communicate with each other. Usually this is driven by respective Service Delivery Managers 
through a mutually beneficial relationship. Moreover, it provides other suppliers (and the FSA by extension) management 
information if they (or any other suppliers involved) are in any way a causal factor to service level breach, elongated incident 
resolution or untimely user communication. The latter may come as incident closure feedback from users actioning Littlefish to 
analyse the offending Incident and understand why communication was deemed as sub-optimal. 

 
For Major Incidents, depending on the impact and timing, meeting bridges are a key source of timely updates to and from suppliers 
and the FSA. Meetings minutes are disseminated, text messages released and next convene times agreed before closing the bridge. 

 
Throughout the incident process the ITSM tool drives the reporting numbers, however it’s through growing knowledge of FSA 
systems by the Service Desk that Littlefish can provide users timely updates and a quality service - keeping users updated with 
realistic and honest expectations on the progress of their Incidents. As discussed in more detail within Section 5 of this document, 
good Knowledge Management is also key to that process. 

 
Example report of incidents that will breach SLA within 24 hours:- 
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An ‘internal’ chase to the FSA to stop a potential SLA breach:- 

 
 
 
 
F Monitor the categorisation and types of active incidents to look for trends and inform prioritisation. 
Q12 - What monitoring would you undertake on active incidents and why? – 15% 

 
 
We will work with FSA to ensure that the ServiceNow platform is setup to accommodate for the monitoring and measurement of all 
our service levels. While an incident is being processed, the Service Desk analyst needs to ensure the SLA on each incident they are 
responsible for does not breach. 

 
Littlefish will work with the FSA to setup breach notifications within ServiceNow to flag when tickets are approaching a potential 
breach at 50%, 75% and 90% for example. These notifications trigger the Incident Manager to review the incident and either ensure 
the engineer/owner has everything they need to resolve the incident before a breach (whether that be Littlefish or another supplier) 
or reassign to another resolver who might be better placed at that point in the Incident lifecycle to progress it. Together with breach 
notifications, SLA performance will be monitored closely and reviewed in real-time by our Service Management/Delivery function. 
Where possible we will endeavour to provide equivalent real-time management information so that it can be added to the FSA’s 
ServiceNow dashboard for complete visibility across the Service Ecosystem. 

 
Weekly generated reports have already been configured within ServiceNow to give a point in time to view of the previous weeks 
incidents to examine trends in categories, sub categories, users, VIP’s, contact methods, etc. These would continue to be used. The 
weekly report review gives us the opportunity to review potentially smaller discrete trends but at a holistic level that may not have 
been recognised by the Service Desk. Issues and trends identified are handed to our Problem Management team for review and 
consideration. 

 
Daily reports are also configured to review new Support Requests over the course of the current 24 hours. These provide context 
and input in to frequent operational stand-up calls (typically Monday, Wednesday and Friday) to review active incidents and request 
to ensure they’re being progressed correctly, in a timely fashion and to the agreed service level. Potential breach reporting is also 
reviewed (discussed in the previous question). The continued and frequent monitoring of active incidents helps identify a problem or 
major incident before it becomes a widespread problem. This reduces overall ticket volume and disruption for the FSA as a whole. 
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G Prioritise and investigate escalations from the FSA IT team 
Q13 - The FSA IT team, in particular the service team, are an internal point of escalation - how would you ensure incidents and 
issues relating to incidents raised by this team were prioritised and that you take responsibility for updating customers? – 10% 
Escalations may arise in the following circumstances: 

 
• User initiated – Where a FSA user is concerned that the service they have received is not of an acceptable standard. 

 
• FSA IT Team initiated – Where the FSA team has been escalated to by a FSA user who is concerned that the service 

they have received is not of an acceptable standard, or where the team has identified a dip in performance. 
 

• Littlefish initiated – Where a member of the Littlefish team, for transparency purposes, has good reason to believe 
that an escalation needs to occur because of a failing of the service 

 
The Escalation Procedure outlined below provides a route of escalation if more senior engagement is warranted. If the escalation is 
of a serious enough nature, then the Customer Services Director can be contacted in the first instance. 

 
FSA path to escalate for Incidents: 

 
• Level 1 – Littlefish Service Delivery Manger (operational escalation) 
• Level 2 – Littlefish Head of Service Delivery (serious operational escalation) 
• Level 3 – Littlefish Customer Services Director (very serious or service-wide escalation) 

The FSA Service Account Manager will also be informed and consulted at each of the above levels. 

It is very rare for an escalation to go above a Level 1 on the path, as such it would be the full responsibility of the Service Delivery 
Manager to keep customers up to date with ongoing escalations, along with the escalator from the FSA IT Team. When an escalations 
climbs above the first level it will be the responsibly of the person on that level to provide updates to that customer. We will provide 
a formal response to escalations as quickly as possible (immediately, where possible), with acknowledgement and direct interaction 
within a maximum of 24 hours. If any third parties are involved the SDM will check the escalation for appropriateness before 
forwarding relevant escalations to the third party. 

 
Our commitment to FSA: is to aim to ensure that: 

 
• Raising and escalating a concern is as easy as possible 
• Every escalation is treated seriously 
• Escalations are dealt with promptly and in confidence (if necessary) 

 
We are transparent with FSA IT Stakeholders about escalations and endeavour to learn from all escalations, using them to review 
and improve our service. 

 
We are currently in the process of contributing our knowledge and experience to the development of an “Escalation” section in 
Service Management Module in ServiceNow to enable tacking and assignment of tasks of an escalation. This enables us to work 
together to identify trends and repeat occurrences and ensure that lessons are learned, and the whole process audited. 

 
For more general account related escalations please see the Service Requirements document Q16. 

Section 3: Major incident management – 9% 
A Provide the Major Incident Management function, including a nominated individual for each major 
incident accountable for managing the incident, orchestrating bridge calls and ensuring the required resources are 
engaged and relevant stakeholders are informed of progress. 
Q14 - Describe your approach to major incident management, and how you will ensure resource is available when required on a 
24/7/365 basis. Please feel free to include any diagrams/process flows into your answer – 40% 

 
For Major Incident Management (MIM) we work on the assumption that the two key channels for the identification of Major 
Incidents will be either via phone (user initiated), or by event management (monitoring alert initiated) – all the other usual 
communications channels can trigger a MI but we find phone and event management are most effective. The Service Desk will be 
notified of the Major Incident (as per above) and will undertake pre-agreed activities around assessment, classification, 
confirmation, triage, and assignment which are detailed in v0.2 of the“MIM Procedure Document” we maintain for the FSA. 
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We have worked with FSA to build the“MIM Procedure Document” that details our approach to a major incident, this includes 
specific information covering MIM Process, Process Diagram (see example below), roles and responsibilities, ticket management, 
escalation paths, major incident metrics, communication policy, resolution and report policy. These procedures are enforced by 
Littlefish’s Incident Management Process Owner and followed by all employees working within the Operations Teams. 

 
In the event of a Major Incident the Littlefish Major Incident Manager (MIM) will oversee the Major Incident Response and 
communication during the Incident and own the production and distribution of the subsequent Major Incident Reports. Whilst the 
MIM will work with FSA’s IT Service Manager to enable and oversee stakeholder communication, the Service Desk will coordinate 
all relevant parties to ensure the rapid technical resolution of a Major Incident. Following successful resolution of a major incident, 
the Major Incident MIR Manager will hand over any outstanding tasks identified within the MIR to your Problem Manager to assume 
ownership and ensure that any recommendations and follow up actions are dealt with quick and efficiently. 

 
A typical Major Incident Management Process Flow used by Littlefish’s Service Management Office based on the ITIL frameworks:- 

 

 
 
B Provide regular updates for each major incident in accordance with the agreed levels, including progress of 
investigation, estimated time for restoration and next scheduled update. 
Q15 - Describe how you will provide updates to relevant stakeholders in a major incident scenario - 30% 

 
Appropriate methods and frequency of Major Incident updates will be agreed and constantly evolved via the Major Incident 
Communication Policy which is detailed in the MIM Procedure Document. The MIM procedure document is designed so that anyone 
can pick up the document and follow the carefully deigned process and polices in place to make a Major Incident flow in a 
methodical way. The MIM Procedure Document details how Littlefish will provide updates to relevant stake holders via SMS, Email 
and ticket updates. MIM escalation matrices will also be agreed to ensure the timely involvement of relevant parties. This includes 
the invocation of escalations across the Supplier Ecosystem, as is relevant to the particular MIM type. 

 
Below are two examples of the current policies in place for SMS and Email communication: 
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C Produce a major incident report providing details of the incident including description, impact, timeline, 
resolution, root cause, future preventative measures. 
Q16 - What information do you include in major incident reports and why is this important? – 30% 

 
Following the successful resolution of a Major Incident the SDM will work alongside the FSA Incident Manager to compile Post 
Incident Reviews (PIR), as well as invoking the Problem Management process. PIR’s and accompanying collateral will be convened 
on an agreed schedule and chaired by FSA. Clear communication on impact, summery of event, remediation, resolution lessons 
learned and mitigation will be provided to FSA in a format to suit the audience. The Supplier Ecosystem will also be informed of 
lessons learnt. 

 
A Major Incident Report provides an accurate and consolidated summary of an incident to the affected users/customer and 
management teams to help the IT and wider management make informed decisions on lessons learned or follow up actions which 
may be identified during the process. The Major Incident Report information is important for bringing awareness to management, 
and it improves the IT Incident Management operations (effectiveness and efficiency) and helps mitigate repeat occurrences in the 
future. 

 
 
Below is a blank example of a what you would typically find in an MIR: 
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Section 4: Request management – 20% 
A Provide the request management function, taking full responsibility for end-to-end request management, 
including the fulfilment, execution, monitoring, escalation and evaluation / closure of service requests. 
Q17 - Describe your approach to request management and how you ensure these are monitored and managed to achieve customer 
satisfaction. Please feel free to include any diagrams/process flows into your answer – 40% 
Littlefish expects that all Service Requests will be logged by End Users directly into the ServiceNow Self-Service Portal, or with the 
Littlefish Service Desk agents where required. Littlefish will retain ownership of the Service Requests until fulfilment and closure, 
liaising with the End User as appropriate to update on the status of the request. Where resolver groups outside of Littlefish are 
involved, the Service Desk will manage the assignment of activities (via ServiceNow tasks) and continue to monitor relevant 
downstream resolver group progress on behalf of the End User, through to successful fulfilment. The Service Desk Team Leader 
and Service Request Manager will manage all Service Requests to ensure progression within SLA, working with agents to identify 
breaches before they occur, escalating according to a pre-defined notification schedule, and across the wider Service Ecosystem as 
required. Where Service Requests are constructed of multiple tasks for fulfilment by different suppliers in the Service Ecosystem, 
we will work collaboratively to support delivery within SLA targets, maintaining ownership of the ticket through to successful 
fulfilment. 

 
We will also look to work in partnership with FSA to continually improve the Service Catalogue, and in turn the end user 
experience, to ensure that Catalogue Items are reviewed and optimised on an ongoing basis. This includes, but is not limited to, 
the retirement of Catalogue Items that are no longer fit for purpose but also identifying new Catalogue Items via either trend 
analysis of non-standard Service Requests or working in collaboration with Service Transition, Service Introduction and Change 
Management functions to identify new Catalogue Items to support new or changed services. Toolset improvements to further 
leverage ease of use and self-service capabilities will also deliver further value to the FSA end user community, whilst extending the 
current CSAT mechanisms to also include Service Request feedback will give end users the valuable opportunity to provide 
feedback on their experience of the service and also give Littlefish and the FSA IT Team valuable management information from 
which to review and support future service improvement initiatives. 

 
A typical Request Management Process Flow used by Littlefish’s Service Management Office based on the ITIL frameworks:- 
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B Ensure requests are appropriately logged, with all required fields completed accurately, and correctly categorised 
against the relevant service request model. 
Q18 - Describe how you achieve this, what steps you will take to ensure request ticket quality is maintained and how other 
resolvers receive the right information – 10% 
Following on from the answer to Question 17, Littlefish expects that all Service Requests will be logged by End Users directly into 
the ServiceNow Self-Service Portal, or with the Littlefish Service Desk agents where required. This allows the Service Request to 
follow a consistent, structured and often pre-defined path from the outset, ensuring that all necessary or mandatory information is 
quickly and easily provided by the End User at the first point of contact, and ensuring that the Service Catalogue process is 
engaged. The Service Catalogue is central in ensuring Service Request quality and consistency and as such we will look to further 
develop and refine mandatory field capabilities and underpinning workflows for each Catalogue Item ensuing that they are always 
optimised and fit for purpose. In addition, we would also look to heavily focus on leveraging automated approval and automated 
assignment capabilities in ServiceNow to promote service efficiency, the removal of bottlenecks, and to further reduce the 
propensity for human error. We understand that a Service Catalogue must evolve in line with ever changing business needs and 
through collaboration with FSA and the wider service ecosystem, often via Service Request reviews sessions, stand-ups or 
workshops chaired by Littlefish. We will be able to drive Service Catalogue maturity improvements to identify and reduce the 
proportion of Non-Standard Service Requests (typically Service Requests that don’t have a pre-defined fulfilment workflow) and 
converting into Standard Service Requests, with underpinning approval, assignment and fulfilment workflows to further ensure 
overall Service Request quality is optimised. 
C Monitor the status of active requests, ensuring regular customer updates are carried out, and taking measures 
and escalating as soon as possible where service levels are likely to be breached. 
Q19 - How do you ensure that customers always receive timely updates for your own and other suppliers' requests? What actions 
would you take to prevent service levels breaching for your own and other suppliers' requests? – 20% 
Littlefish will retain ownership of the Service Requests until fulfilment and closure, liaising with the End User as appropriate to 
update on the status of the request. Where resolver groups outside of Littlefish are involved, and automated assignment in 
ServiceNow isn’t possible, the Service Desk will manage the assignment of activities (via ServiceNow tasks) and continue to monitor 
relevant downstream resolver group progress on behalf of the End User, through to successful fulfilment. As per question 17, the 
Service Desk Team Leader and Service Request Manager will manage all Service Requests to ensure progression within SLA, 
working with agents to identify breaches before they occur, escalating according to a pre-defined notification schedule, reviewing 
breach notification to ensure an engineer has everything required to complete their task to minimise the possibility of a breach. We 
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also take full advantage of the ServiceNow Dashboards to enable us to have relevant information available at a glance and also 
take a feed of data into our own data warehouse for our own data manipulation. 

 
Where Service Requests are constructed of multiple tasks for fulfilment by different suppliers in the Service Ecosystem, we will 
work collaboratively to support delivery within SLA targets, maintaining ownership of the ticket through to successful fulfilment. We 
will also conduct frequent stand-up calls with FSA (daily or every other day) to review open request (and incidents) to ensure that 
tasks are resolved efficiently and within service levels. 
D Identify, propose requirements and implement new items for service requests, and for efficiencies in existing 
service request processes (e.g. automation). 
Q20 - How would you identify new items suitable for service requests? Please provide an example of process efficiencies you have 
made for service requests – 20% 

 
Continually reviewing the Service Catalogue to look for service improvements, efficiencies, and enhancements is central to the 
Littlefish approach to Service Request Management, with Continual Service Improvement (CSI) at the heart of our overarching 
Service Management philosophy. As stated previously, we will work in partnership with FSA to continually improve the Service 
Catalogue to ensure that Catalogue Items are reviewed and optimised on an ongoing basis. This includes, but is not limited to, the 
retirement of Catalogue Items that are no longer fit for purpose but also identifying new Catalogue Items via either trend analysis 
of non-standard Service Requests or working in collaboration with Service Introduction Management to identify new Catalogue 
Items to support new or changed services. 

 
In addition to implementing new Catalogue Items, we will also look for opportunities to leverage automation capabilities to promote 
service efficiency, remove bottlenecks, and reduce the propensity for human error. A common candidate for automation is the 
starters / movers / leavers process. While these activities often generate a high volume of requests, the process of on-boarding a 
new starter is often complex, drawing on resources from across the business to fulfil a range of tasks including provision of 
equipment, approval of access to resources, configuration, deployment, and provision of additional support. For the London 
Borough of Croydon (LBC), we identified that the new starter process was inefficient as the data captured was not always accurate 
and sometimes didn’t have all the information required to carry out all of the necessary activities. We worked with LBC to update 
and expand the information gathered at the point of logging, introducing mandatory fields, and replacing free type boxes with 
defined, drop down boxes to ensure accurate and consistent data quality. With this higher quality of data in place, we were then 
able to automate certain elements such as approval requests, so that the Service Desk agent was only alerted to the Service 
Request when there was a specific task for them to work on. 
Also for LBC we expanded the existing software request item, taking Service Requests found in the generic request pool and 
creating bespoke Service Requests to simplify and improve the speed of fulfilment. Examples include the addition of the Adobe 
application suite as well as customer specific software. These changes have allowed us to provide accurate automated workflows 
into the approval and procurement functions, reducing the overall time taken to fulfil software deployment requests. 

 
For M Group Services (an infrastructure services company) we have automated the new starter process. Using an automation script 
that runs on an on-premise Active Directory server, it actively polls tasks within the ITSM system and extracts the necessary 
information to create an Active Directory account, Azure accounts, assign SharePoint Online groups, create a mailbox, assign 
Microsoft licenses, and provide a password for first log in (that must be changed on first use). Previously this process for each new 
starter would take about 25 minutes for a Service Desk agent to complete. The benefits include the eradication of the potential for 
human error, a saving of approximately 65 hours per week of Service Desk agent effort due to the high volume of new starters (up 
to 160 per week), and the ability to fulfil large new starter intakes far more quickly than was previously possible. 

 
Specifically for the FSA, Littlefish identified an inefficiency in the way that broken equipment was being returned back to the office. 
We worked with the FSA to create request catalogue item specifically for the Return of Broken so the initial “broken equipment” 
incident could be resolved and the SLA deemed as accurate and reducing the volume of incidents which were simply waiting for 
equipment to be returned. The hardware collection catalogue item also allows for more efficient monitoring with the addition of the 
consignment number being easy to find and also these items being better tracked for asset management. 
A common improvement we make for our customers is to create a sequential task process out of multiple tasks to enable a 
smoother workflow, easier workload management, and better SLA tracking. This means that a task that has a dependency on 
another action being completed first will not be generated in the system until the first task has been completed. This allows us to 
remove unnecessary tasks and the additional effort that goes into managing a larger volume of tasks that are not ready for action. 
This scenario applies for example to a request for software deployment that is dependent on the procurement function first 
providing a licence. 

 
In addition, we frequently automate approvals and approval chases, aiming to have all Service Requests configured to 
automatically seek approval where possible to do so, whether this is directly within the ITSM tool, email, or a combination of the 
two. Where approvals are not received within a defined timeframe, a follow up is sent to the initial approver automatically and the 
requestor is informed. We configure secondary or multiple approvers where appropriate so that failure to respond or absence 
doesn’t create a bottleneck Enabling this process frees up significant time for Service Desk agents to work on active requests, 
letting the automated workflow take away much of the work and time associated with fully manual Service Request activity 
E Prioritise and investigate escalations from the FSA IT team. 
Q21 - The FSA IT team, in particular the service team, are an internal point of escalation - how would you ensure issues relating to 
requests raised by this team were prioritised and that you take responsibility for updating customers? – 10% 
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Escalations range in severity and priority. While all escalations are not created equal, the impact will be relative to users or groups 
of users who have escalated an issue. Littlefish review each escalation on merit and measure it against three key areas, Impact, 
Urgency and Priory. We will work closely with the FSA IT team, service team (and other Suppliers involved) to determine how to 
prioritise requests based on these key factors taking in to account our obligations on Service Level Agreements. A critical step 
during the transition phase is the develop of an escalation matrix together that aligns to the Service Level Agreement and captures 
said key factors:- 

 
Impact - measure the effect of an Request on business processes. We can evaluate the impact based on several criteria: 

 
• The number of affected users. 
• The potential financial losses. 
• The number of affected services. 
• Breaches of regulations or laws. 
• The reputation of the company. 
• Other reasons. 

Urgency - is the time it takes to an incident to have a significant impact on business. 
 

• A period where a system is considered as more critical 
• when some systems are identified critical with a high availability level 

Priority - is based on impact and urgency and is used to identify required times for actions to be taken. 
 

• The allocation of a priority determines how the incident is being taken care of by the tool and the support staff. 
A fourth unwritten rule of prioritisation is issues relating to requests raised by Customers, in this case the FSA IT Team and Service 
teams. We will provide a formal response to escalations quickly (immediately, where possible), with acknowledgement and direct 
interaction within a maximum of 24 hours. It is the aligned Service Delivery Manager (SDM) who takes responsibility for co-ordinating 
respective priority and liaising with the FSA if that is the source of the escalation. 

 
If any third parties are involved the SDM will check the escalation for appropriateness before forwarding relevant escalations to the 
third party. 

 
Our commitment to FSA is to ensure that: 

 
• Raising and escalating a concern is as easy as possible 
• Every escalation is treated seriously 
• Escalations are dealt with promptly and in confidence (if necessary) 

 
We are transparent with FSA IT Stakeholders about escalations and learn from escalations, using them to review and improve our 
service. 
We are currently in the process of contributing our knowledge and experience to the development of an “Escalation” section in 
Service Management Module in ServiceNow to enable tacking and assignment of tasks of an escalation. This enables us to work 
together to identify trends and repeat occurrences and ensure that lessons are learned. 

Section 5: Knowledge base management – 10% 
A The supplier shall work to the FSA knowledge management process, and contribute to the production of, analysis, 
timely review and sharing of knowledge and information in the FSA's Knowledge Base. The supplier is responsible 
for ensuring the knowledge base is up-to-date and accurate for the services they support. 
Q22 - Describe your approach to knowledge management. Please feel free to include any diagrams/process flows into your answer 
– 30% 

 
The Knowledge Management service gathers, analyses, stores and shares knowledge and information in Knowledge Artefacts with 
the primary focus of improving efficiency by reducing the need to rediscover knowledge. Littlefish understands that all parties 
within the Service Ecosystem will have Knowledge Management responsibilities and we will expect to create and review knowledge 
articles that relate to the services we will be providing. We will contribute to support documentation to assist the Service Desk in 
support of Shift-Left activity and End User how-to/self-service information. We will follow guidance provided by FSA, using the 
functionality within the Knowledge Management System (KMS), reviewing, and updating documents in line with the retention policy 
and carrying out regular reviews (or at other specified intervals as required) to ensure Knowledge Articles remain relevant and up 
to date. Following a process that aligns to the FSA’s policy for Knowledge Management we will ensure that new or updated 
documentation is validated for accuracy, typically following a peer review process within the Littlefish team but also drawing on 
resources from FSA or other parties in the Service Ecosystem as appropriate. Our approach to populating the KMS will have two 
layers. First, there will be targeted technical/service knowledge that directly facilitates the support and service management 
processes. This knowledge we expect to reside in ServiceNow and relates specifically to technologies, processes, and articles 
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published to end users for self-help and used by the Littlefish Service Desk for swift resolution of issues. These artefacts may be 
‘how to’ guides or FAQs which users can download to resolve Incidents without the need for direct engagement with the Service 
Desk or other downstream resolver groups. 

 
The second layer to the KMS is the IT support knowledge base which will contain ‘organisational’ knowledge which is more 
informational in nature. This will enable a crucial business focused approach to the support and service management processes, 
curated and maintained by the Service Desk and referred to by agents for the effective and empathetic delivery of the service. We 
are great believers that to deliver a truly great service it is important for the Service Desk to understand the business impact of 
whatever issue the user is experiencing, as opposed to just looking at it in purely technological terms. A key driver, as part of our 
Shift-Left process, is the continual identification and creation of Knowledge Articles that support the move of support processes to 
as close to the first point of contact (the Service Desk) as possible. We will analyse the relevance/accuracy of current content and 
liaise directly across the Service Ecosystem, through the monthly review cycle or other Service Management forums as directed by 
FSA, to ensure that all Shift-Left and general knowledge collation opportunities are acted on. 

 
A typical Knowledge Management Process Flow used by Littlefish’s Service Management Office based on the ITIL framework:- 

 

 
 
B Monitor the knowledge bases to ensure content is accurate, up-to-date and reviewed according to the specified 
end dates. 
Q23 - How would you monitor the FSA ServiceNow knowledge base to ensure these checks were undertaken? – 20% 

 
Littlefish will work collaboratively with FSA and other parties in the Service Ecosystem to define a Knowledge governance review 
schedule, which we expect will be in the form of Knowledge Reviews or Knowledge Workshops, chaired by FSA. The agenda for 
these sessions will be to review all Knowledge Articles that have been indicated as being in scope of review. We will use a 
multitude of indicators, often driven by ServiceNow, to ensure that Knowledge reviews are as comprehensive as possible and cover 
the entire Knowledge Base. These indicators might include, but are not limited to:- 
- Knowledge Articles that are due to expire (as identified by the Expiry Date field in ServiceNow) 
- Knowledge Articles that have no or minimal usage since the previous Knowledge Review / Workshop 
- Knowledge Articles which have been rated or received feedback from the Service Ecosystem 

 
We will also look to work with FSA to further develop the Knowledge Management module in ServiceNow to ensure that suitable 
knowledge templates and mandatory fields are implemented to drive and promote Knowledge Article quality standards. Whilst also 
leveraging dashboard functionality to capture real time data around Knowledge Article views, Knowledge Articles that have been 
directly used for Incident resolution, Knowledge Articles that have received feedback or Knowledge Articles that have been modified 
and require peer review. 

 
The Service Delivery Manager (SDM) will ensure that the FSA knowledge base is checked regularly, both directly in the form of 
expiry notifications but also indirectly via 
- Change Management - where the introduction of a new service or change to existing service highlight the need for new or 

reviewed knowledge articles 
- Incident (and Major Incident) Management - where post incident reviews cover the chronology of events and considers the 

usefulness (or otherwise) of knowledge articles used 
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C Work with other support partners to populate the knowledge base with content to support a 'shift-left' approach 
and enable first-time fix wherever possible. 
Q24 - How would you identify, recommend and implement opportunities to enable first-time fixes? - 20% 

 
An ITIL-aligned approach to Knowledge Management is embedded at the heart of our service and underpins Incident Management. 
The Littlefish Knowledge Management function will work cross-functionally not only with the Service Desk, but also other resolver 
groups across the Service Ecosystem. This includes the Incident Management function to identify shift-left opportunities to drive 
improved first-time fixes or first contact resolution. 

 
Incidents that aren’t resolved by way of a first-time fix or first contact resolution are jointly reviewed by the Littlefish Knowledge 
and Incident Management functions to determine if shift-left activities are feasible, and if so the necessary supporting actions 
(usually in the form of Service Desk knowledge transfer or enhanced access) are put in place to enable first-time fix or first contact 
resolution is achieved in the future. This step might require cross-supplier collaboration and can often raise security questions on 
enhanced access and segregation of duty. 

 
Littlefish might recommend something is considered for shift-left, but when considered by other suppliers when weighing up risk 
and return, it might not make sense. Hence implementing any shift-left activity is classed as a continual service improvement 
activity and considered and audited accordingly. 

 
 
In addition FCR reviews will form part of the wider Knowledge and Incident Management review sessions and workshops that are 
conducted across the Service Ecosystem to ensure all parties are able to proactively feed into the process. 

 
As mentioned in Q9. Since we’ve been able to measure FCR accurately with ServiceNow, we’ve attained an 81% FCR with 42,867 
incidents that fell in scope being resolved on a first contact out of a possible 53,150 since May 2018, consistently beating our 70% 
target. 

D Populate user knowledge base with appropriate solutions to promote self-service resolution where possible. 
Q25 - How would you identify and update user knowledge to promote self-service resolution? How might you monitor the 
effectiveness of this? - 20% 

 
Following on from the answer to Q24, the Littlefish Knowledge Management function will in this instance work cross functionally 
with the Service Desk, other resolver groups across the Service Ecosystem, Incident Management, Request Management and also 
the FSA end user community to identify self-service (often referred to as zero touch) resolution opportunities. Knowledge 
Management will work with all parties to identify knowledge artifacts that can be packaged up and published to end users as 
Knowledge Articles. 

 
In a simple sense these artefacts may be ‘How to’ guides, webinars, or FAQs which the users can download and follow in order to 
self-serve, we can monitor the effeteness of these “How to Guides” by reporting on the amount of views they’re receiving month 
on month (see below) . However, as the user capability grows, these artefacts could become more powerful, providing quick launch 
capability to automate resolution or fulfillment routines, based either on previously resolved Incidents or Requests, or scripted 
workflows that automate remediation activity (an example being where a user is logging an Incident because disk space is low on 
their device, and the automated script might purge known unnecessary files and folders on the device to replenish space). The 
ability to exploit these capabilities is inherent within the toolset landscape within FSA, and therefore we would recommend this type 
of approach being incorporated (eventually) into the Continual Service Improvement (CSI) program. 

 
Further to this we would look to work with FSA to leverage the self-service capabilities of ServiceNow to present the FSA end user 
community with an intuitive and content rich self-service Knowledge portal, whilst also developing the Knowledge Management 
module reporting and dashboard functionality to provide real time management information in relation to self-service Knowledge 
Article population, usage and ultimately effectiveness. 
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E Ensure known errors and workarounds are identified from incidents, appropriately documented and updated in 
the knowledge base. 
Q26 - How would you ensure known-errors and workarounds were identified and added to the knowledge base? – 10% 

 
It is worth noting that we expect that the Problem Management process has ultimate responsibility for the identification of known- 
errors and workarounds. However the Littlefish Knowledge Management function is well versed in working cross-functionally and in 
collaboration with the overarching Problem Management process, ensuring that known-errors and workarounds are identified, 
added to the knowledge base (ideally via a Known Error Database or KEDB) and perhaps most importantly, communicated to the 
relevant parties in the Service Ecosystem to ensure successful knowledge transfer. For Littlefish it is an established and common 
way of working for Knowledge Management to attend and input into Problem review sessions / workshops and likewise for Problem 
Management to attend and input into Knowledge review sessions / workshops to ensure collaboration across the Service 
Ecosystem. Collaboration is not just limited to these review forums however, as Knowledge and Problem Management functions 
work hand in hand on a tactical, day to day basis to review potential additions to the KEDB, whilst also continually reviewing the 
quality and usage of existing Knowledge Articles in the KEDB to ensure that they are optimised and fit for purpose. 

 
In line with previous comments, we would also look to use this opportunity to work with FSA to develop the ServiceNow Knowledge 
Base and specifically the supporting KEDB to ensure that known-errors and workarounds are visible and accessible to all parties 
across the Service Ecosystem, whilst also building service reports and real time dashboards to provide management information 
and data around KEDB utilisation, accuracy and efficiency. 

Section 6: Problem management – 10% 
A Provide the problem management function, taking full responsibility for the identification, categorisation, 
prioritisation, diagnosis, resolution and evaluation / closure of problems. 
Q27 - Describe your approach to problem management. Please feel free to include any diagrams/process flows into your answer – 
30% 

 
An ITIL aligned approach to Problem Management is embedded at the heart of our service and underpins Incident Management. 
Littlefish will work to the FSA Problem Management process in the delivery of the Service Desk and contribute to each of the stages 
in the Problem Management process. 

 
Littlefish Incident Management and Problem Management functions will undertake proactive trend analysis on an ongoing basis to 
identify developing trends that could highlight underlying Problems in the FSA estate that relate to wider spread issues. A more 
comprehensive monthly trend analysis report is produced to take a wider view of trends throughout the month and is compared 
with previous months. Where Problems Littlefish will take ownership across the entire Service Ecosystem. Workarounds and fixes to 
Problems will be documented and added to the FSA knowledge base. It is expected that the owner of Problem Management 
process itself will be responsible for confirming resolution prior to closure. 

 
Littlefish will work collaboratively with FSA and other parties in the Service Ecosystem to resolve Incidents, Problems, and Known 
Errors. It is the responsibility of the problem raiser to ensure the problem record deals with an issue within the scope of an agreed, 
defined service. We recommend using the Kepner Tregoe methodology in consistently managing Problems through to root cause 
and permanent fix across all constituent parties. All Priority 1 and 2 Incidents will be investigated for root cause with findings added 
to the knowledge base and known errors database as appropriate, and we will retain responsibility for all associated Problems 
allocated to our resolver group. 
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The output of Littlefish-delivered Root Cause Analysis (RCA) will be a reduction in reoccurring Incidents and proactive identification 
of service components susceptible to failure with recommendations for solutions. Recommendations made following RCA may be 
implemented subject to approval via the Change Management process and any associated charges. 

 
Problem Management meetings offers us time to review the previous weeks priorities and understand the FSA’s priorities in the 
upcoming week. Within these meetings all suppliers should provide guidance on what problem records are important to them and 
therefore FSA. Our monthly Service Reviews input will also contain a Problems summary section and the Problem Manager will be 
invited along to present their summery. 

 
 
A typical Problem Management Process Flow used by Littlefish’s Service Management Office based on the ITIL frameworks:- 

 
 

B Provide a named resource to manage the problem management process on behalf of the FSA, including chairing 
of weekly problem meeting. 
Q28 - Describe your experience of providing problem management for other organisations – 30% 

 
Littlefish currently provides Problem Management services to a multitude of organisations, spanning numerous market sectors, 
including but not limited to Central Government, Local Government, Pharmaceutical, Retail, Utilities and Publishing. This depth and 
breadth of experience means that we are extremely adept at being able to seamlessly integrate into a Problem Management 
process, whether we have ultimate responsibility for the management of the process or if we are collaboratively supporting the 
process. This experience will in turn be beneficial to FSA as we can proactively leverage experiences, lessons learnt and service 
improvement initiatives from our wider customer community, such as communicating known errors and implementing workarounds 
in advance, in relation to software releases and updates. 

 
Some organisations that might be most relevant to FSA where we provide Problem Management services would be London 
Borough of Croydon (LBC), Care Quality Commission (CQC) and HS2. In the example of London Borough of Croydon, it is 
Littlefish’s Problem Management process that is implemented, for Care Quality Commission and HS2 it is the customers Problem 
Management process that we are managing on their behalf with the customer acting in the role of the Service Integrator. In all 
cases Littlefish have responsibility across the Service Ecosystem for the Problem Management process itself, including but not 
limited to, the chairing of Problem review forums, production of Problem service reporting, Problem Task assignment and Problem 
Task progress chasing. 

 
It is currently estimated Incident reduction / avoidance is ~8% per annum based on an average of 1,100 Incidents per month, with 
an average of 85 Incidents per month relating to Resolved Problem Records that have a confirmed Root Cause Resolution and 
won’t re-occur 

C Ensure problems are identified from trends in incidents / major incidents, appropriately logged, with all required 
fields completed accurately, categorised according to the affected services and prioritised. 
Q29 - How would you identify new problem records and that these are recorded and updated accurately? – 15% 

 
As mentioned in the response to question 27, the Littlefish Incident Management and Problem Management functions will 
undertake proactive trend analysis on an ongoing basis to identify developing trends that could highlight underlying Problems in the 
FSA estate that relate to wider spread issues. Typically the trending performed by the Incident Management function is performed 
in real time and is more focused on the live or recently reported Incidents and the open Incident queue to proactively identify 
trends and new Problems. This is supported and supplemented by the trending performed by the Problem Management function 
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which typically spans a longer time period and also includes analysis against previously resolved Incidents and Problems. Proactive 
Problem Management trending will also include the analysis of Events to ensure that wherever possible that Event trends are 
identified, with the ultimate aim of achieving Problem root cause resolution before an Event has manifested into an Incident. 

 
In addition to the proactive measures mentioned above Problem Management works cross-functionally with Major Incident 
Management to ensure that for each Major Incident that is experienced, that there is a supporting Problem Record to ultimately 
confirm root cause and if possible, avoid a reoccurrence of the Major Incident. Littlefish Problem and Major Incident teams are well 
versed at working in collaboration with each other and have managed to develop, over time, ways of working to optimise the 
service. For example, where possible Problem Management will attend the MI bridge calls to ensure that they are fully up to speed 
with the Major Incident before it has reached resolution, so that when the related Problem Record is created then the handover 
into Problem Management is more seamless and intuitive. 

 
Regardless of the route taken to raise a Problem Record, proactive or reactive, the same principles will apply with regards to the 
ongoing management of the Problem Record. The Problem Manager will assume ultimate responsibility for the Problem Record, 
ensuring correct categorisation, correct assignment of Problem Tasks across the Service Ecosystem and that all known supporting 
information is included in the Problem Record. Littlefish have previously worked with FSA on a number of service improvements, 
specifically in relation to refinement and standardisation of Incident and Problem categories in ServiceNow, which has enhanced 
the ability to improve both the consistency and quality of Incident and Problem Management categorisation but also provided an 
improved platform from which to perform Incident and Problem trend analysis. We would like to develop further improvements in 
collaboration with FSA in this area, specifically around the implementation of wordclouds and automated trending, to further bolster 
the existing ServiceNow reporting and dashboard capabilities. 

D Manage problem diagnosis and resolution to ensure progress is timely and that regular updates are provided. 
Q30 - Describe your experience of driving problem resolution in a disaggregated service model – 10% 

 
Littlefish is well versed at working in a multi-supplier environment, where no single supplier owns the end-to-end application, 
system, or service. We would expect the Problem Management function to work in collaboration with the Service Desk and the 
wider Service Ecosystem to collate and relay the experiences of the user base and be in an ideal position to be the primary 
‘management point’ in a multi-supplier Problem investigation. These management point activities include response and 
communication management, across the wider Service Ecosystem and this would be the full responsibility of the Littlefish Problem 
Manager. Weekly Problem review forums that encompass the Service Ecosystem, will be chaired by Littlefish, and will drive 
Problem progress and collaboration across all parties and will align with business priorities agreed between FSA and the Littlefish 
Problem Manager. In addition Problem Records will be broken down into constituent Problem Tasks, this ensures that that progress 
is optimised and where possible Problem investigations are performed in parallel across the Service Ecosystem, with the ultimate 
aim of being able to successfully reach root cause resolution in the shortest period possible. 

E Evaluate the quality of a problem record throughout, ensuring all relevant information is included, that known 
error records are updated and information is shared with other service areas. 
Q31 - How will you ensure that the quality of problem records are maintained and that timely updates are provided? – 15% 

 
Problem Record quality and maintenance is performed by, and the responsibility of, the Problem Manager for all Problem Records 
across the Service Ecosystem. Following the creation of a Problem Record, with the supporting Problem Tasks, the Problem 
Manager and FSA will agree the priority of the Problem Record, which will in turn drive the individual Problem Task priority and 
associated lead times. The Problem Manager will review all Problem Tasks with the respective Resolver Groups in the Service 
Ecosystem to ensure that priorities are understood, and lead times are agreed. These reviews can be carried out on the weekly 
Problem Review sessions that cover the Service Ecosystem, but in the interests of timeliness and momentum we prefer to review 
new Problem Records as soon as possible to ensure that any progress is expedited. The Problem Manager directly chases updates 
on all open Problem Tasks, and should quality standards not be upheld, or lead times exceeded then a jointly agreed escalation 
process will be followed to ensure swift rectification. These ongoing activities means that the weekly Problem Review session can 
be more productive and focused on confirming business priorities, agreeing next steps and reviewing Problem Records that have 
established root cause, rather than a collective review of open or overdue Problem Records and Tasks. 

Section 7: Change management – 1% 
A The supplier shall work to the FSA change management process, and contribute to the assessment, logging, 
review, implementation, scheduling, review and closure of changes. 

 
Provide support for change management processes, raising changes for own areas of responsibility and ensuring 
requests requiring a change are related to them and updated. 
Q32 - Describe your approach to change management and what actions you take to minimize the risks associated with changes. 
Please feel free to include any diagrams/process flows into your answer – 100% 
Although broadly aligned to the principles set out in the ITIL framework, we have found that not all organization’s Change 
Management requirements are the same, and therefore we typically work with customers to develop a tailored (but ITIL underpinned) 
Change Management process. We would anticipate being able to work with FSA to leverage the powerful Change Management 
functionality in the ServiceNow platform, providing significant scope for process design and authorisation control. Where appropriately 
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prioritised Changes are raised, automated Change detail emails could be distributed to relevant approvers, with the process of 
approving or denying as simple as replying to the email. In all circumstances we will ensure that we work collaboratively with FSA to 
implement a process that fits the needs of the business and allows FSA to retain ownership. 

 
As per the ITT requirements, we will work alongside FSA in the administration and coordination of Change. This will involve our 
Service Management Office (SMO) helping to monitor progress of scheduled Changes, including against SLA targets, and interacting 
across the Service Ecosystem to effect appropriate communication. Furthermore, where Supplier Ecosystem providers are ‘off tool’ 
we will implement Changes on their behalf. For these same providers we may in turn develop a simple web integration to ServiceNow 
(as we have done in the past) to allow for Changes to be directly submitted without the need for the provider to log directly into 
ServiceNow. 

 
We would recommend running weekly cross-supplier Change Advisory Boards (CAB) to review the Forward Schedule of Change (FSC) 
for the proceeding 2 weeks and a post review of the implemented changes from the previous week. For those Changes not successfully 
implemented, the reason behind the failure and back out success is reviewed to ensure that lessons are learnt. In all circumstances, 
across the Service Ecosystem, there should be a collaborative commitment to ensure that more than 95% of Changes are 
implemented successfully at first attempt. 

 
For all Changes, we will work with FSA to allocate suitable maintenance windows for implementation. These timeframes will represent 
windows where the change risk is reduced (due to device inactivity or outside of standard working hours). If a high priority change 
is raised, notification groups can be created and tailored to include additional people to ensure the correct individuals are informed. 

 
For deviations from the Change Management process (denied Requests For Change (RFC), failed implementations, etc.) we will 
work on behalf of FSA to gather relevant information as to why these activities hadn’t been successful, providing ‘lesson learnt’ 
type feedback across the Supplier Ecosystem. Meanwhile, for successful implementations, we will ensure that all update activity has 
occurred in the ServiceNow platform, and also that ancillary processes or systems are updated appropriately (such as the 
Knowledge Management system, or the CMDB). 

 
A typical Change Management Process Flow used by Littlefish’s Service Management Office based on the ITIL frameworks:- 

 
 
Section 8: ITSM Toolset (ServiceNow) – 5% 
A Identify opportunities for improvements to the ITSM toolset / processes and where possible provide 
development resource for enhancements and automation as efficiencies for service desk operations. 
Q33 - Describe your experience in identifying and implementing improvements to ITSM toolset processes – 100% 

 
Continually reviewing the as-is to look for service improvements, efficiencies, and enhancements is central to the Littlefish 
approach to managed service delivery, with Continual Service Improvement (CSI) at the heart of our Service Management 
philosophy. We believe that by seeking out and consistently delivering improvements makes our customers’ users happy, in turn 
driving better outcomes for our customers’ businesses. This is exemplified by the CSI programme managed by the Littlefish Service 
Delivery Manager for FSA, which has within a ServiceNow stream containing a high volume of improvements to the ServiceNow 
system and its configuration. 

 
The responsibility for the identification of improvements sits with all Littlefish employees engaged with delivering the FSA service 
(and also arguably FSA stakeholders who we work with collaboratively to drive service improvements). We encourage that all 
opportunities for positive changes are flagged with the Littlefish Service Delivery Manager who tracks all registered improvements 
in the CSI Register, with process governance being provided by the Littlefish Service Management Office. As is the requirement of 
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FSA in this ITT, Littlefish typically runs the CSI programme across all organisations (customer and 3rd party supplier) so that all 
service areas are covered. This includes services and tools that are not under the direct control or responsibility of Littlefish, such 
as FSA’s ServiceNow instance. 

 
ServiceNow is a powerful yet complex system that requires considerable configuration and alignment to services and processes to 
really deliver value. As ITIL and IT Service Management (ITSM) experts we continually work alongside our customers to evolve 
capability (through our own ITSM system and our customers’). We would expect to continue to work closely with FSA to build on 
our track record of enhancing ServiceNow, engaging our trusted affiliate and ServiceNow Premier partner Mozaic as and when 
required, to support FSA from design and build to tactical improvements that leverage new capabilities within the platform, as well 
as development and management. Dependent on the type and volume of future FSA-related ServiceNow administration and 
development we may look to invest directly in our own capability to bring resource directly to bear in aid of FSA requirements, 
without the requirement to rely on sub-contractors. 

 
Whilst myriad, specific examples of where we have helped customers exploit (their own) ServiceNow capabilities and associated 
processes include: 

 
1. Historic England – New user automation, multi-level/vendor SLAs, Analyst prompts, upgrade testing 
2. Croydon council – ITSM-ITSM integration, CMDB-underpinned Certificate Management, asset disposal automation, 

Service Catalogue simplification (for more intuitive user engagement), event management 
3. FSA – multiple improvements in the CSI Register (shared with FSA as part of the current service) that include: 

o Moving ‘replied to’ tickets to ‘in progress’ in support of SLA monitoring 
o Linking tasks to Request Items for clearer communication to users 
o Refresh of Support Request categories to support trend analysis 
o Automated closure of Resolved Support Requests 
o Creation of templates for frequent Service Requests (e.g. password resets) 
o Automated logging of security alerts to enhance response times 

We are confident that we can build on the improvements we have already initiated and made within the FSA ITSM toolset, aligning 
our services as required, in support of allowing FSA to leverage further capabilities from the toolset as it evolves. 

Section 9: Customer satisfaction – 5% 
A Routinely survey users to establish satisfaction levels with the service desk offering on an individual ticket basis, 
providing regular reports / data to the FSA, and ensuring feedback is acted upon. 
Q34 - How will you monitor and manage customer satisfaction for the FSA? – 100% 
We place significant emphasis on direct Customer Feedback as a softer measure of service performance. This feedback is collected 
through customer satisfaction surveys from Littlefish Live interactions and Support Request resolution email communications (via 
FSA’s ServiceNow platform). It is important to note that rather than waiting to month-end to review this, customer feedback is 
handled upon receipt. Positive feedback will be configured to immediately pass back to the Service Desk engineer as positive 
reinforcement, whilst negative feedback is escalated through to the Service Management Office (SMO) team for immediate action 
(with an SLA commitment of handling negative feedback within 24 hours of receipt, even if it isn’t specifically left in a normal 
‘complaint’ capacity). Often this immediate re-engagement from negative feedback can highlight useful service or process 
improvements or, from a user perspective, turn a negative into a positive through timely intervention. 

 
At present we like to keep feedback channels simple for users to engage with as we are keen to generate as much as possible (there 
is a negative correlation between the number of questions asked and the response rate). Littlefish Live feedback runs at about 25- 
30% (but can be as high as 40% or more, as we have seen with customers like the Food Standards Agency). Our experience with 
surveys on ticket resolution is a c.2% response rate. We think it is important to retain a consistent approach to seeking feedback, so 
we would encourage the same measures and formats to be used for all channels that seek feedback. Often, we adjust our feedback 
mechanisms to allow the customer to ask further questions of a more tactical nature (gauging user feedback after a major application 
upgrade, for instance). 

 
We recommend identifying benchmark customer satisfaction scoring through Service Transition (measuring the existing service) so 
as to enable a quantitative approach to immediate service performance improvements from service commencement. The benchmark 
will also act as a starting point from which to increase the targets in CSAT performance through CSI. 

 
The survey at the end of a 'Live' session asks three questions: 

 
1. What is the status of your Support Request (Solved, Not Solved, Partially Solved)? 

 
2. Please rate your remote support experience (Excellent, Good, Mediocre, Poor)? 
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3. On a scale of 0-10 how likely would you be to recommend the service to a friend or colleague (0 being 'would not 

recommend', 10 being 'would definitely recommend'? 
 
The final question is the classic Net Promoter Score question, a globally recognised barometer of customer satisfaction performance. 
Our current cross-customer NPS is 71 (with any score over 70 considered to be ‘world class’). 

 
All feedback will be collated and shared during the service review cycle. The Service Delivery Manager will analyze faithe data to 
draw out highlights (and lowlights); all raw data relating to feedback will be shared openly. 

 
As noted throughout our wider response, we are highly cognisant of the positive benefit increased levels of First Contact Resolution 
(FCR) can have on the user experience. It can be noted that we will invest significant effort (continually) in enhancing FCR 
capabilities, as a significant driver in enhancing user experience for FSA. 
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Little Fish (UK) Ltd Transformational Response 
 

  

 TENDER REFERENCE FS430637 - SERVICEDESK 
  

 

Section 1: Service Portal, contact management and communications – 50% 
A Promote the use of the FSA self-service portal as the primary means of contact and information for IT, 
encouraging a move away from email and telephone contacts to methods that allow either first-time fix (live 
chat) or user-resolution (self-service portal / knowledge base). 
Q1 - What steps would you take to increase uptake of the FSA self-service portal and to encourage use of the preferred contact 
methods? – 50% 

 
Littlefish understands the desire to increase the use of the self-service portal as a means of increasing overall service efficiency, 
reducing traffic to the Service Desk, and maximising the investment in the ITSM toolset. We also fully support the goal of 
reducing email contacts with the Service Desk as we see this as the least effective and least efficient communication channel. 

 
We see a number of key approaches that are central to supporting FSA in achieving the desired outcomes. First is ensuring the 
self-service portal is at a maturity level to support users seeking to self-help, and in doing so encourage their return when 
making future enquiries. Littlefish recognises that all parties within the Service Ecosystem will have responsibilities to FSA’s 
Knowledge Management (KM) process, and that as the Service Desk provider we will make a significant contribution to the 
creation, analysis, and sharing of knowledge articles. This will help to ensure that the Knowledge related to the services that 
we provide remains up to date and accurate. We will follow the FSA Knowledge Management Policy with regards to retention 
and review policy, carrying out annual reviews (or at other specified intervals as required) to ensure knowledge artefacts 
remain relevant and up to date. As user confidence in the availability of self-help material grows, so will their use of this as a 
means of seeking support. 

 
Second will be to proactively promote the self-service portal. While we are firm believers in retaining multiple, situation- 
appropriate channels, available to users to according to preference, the Service Desk has a key part in user education and 
raising awareness of the services available. Tried and tested approaches include advising users when self-help documentation 
is available to help them with their request, or offering a demonstration on how to access the portal where appropriate so that 
users can try it themselves when they are next in need of support. While we do not encourage simply turning users away with 
a link to knowledge article, we find that gentle and repeated encouragement is an effective means of adjusting behaviour and 
in time, where there is ample provision within the user-facing knowledge base, reducing the volume of traffic to the Service 
Desk. 

 
Third, we have observed with multiple customers that users are quick to adapt their behaviour in response to positive changes. 
The introduction for example of Chat into a service environment previously dominated by email or phone, has resulted in 
significant uptake of the new channel once users realise their enquiries are dealt with quickly and effectively. While we do not 
believe that wider use of the phone-based Service Desk channel is likely to disappear any time in the near future, we recognise 
there are efficiencies to be gained by using Chat as an effective method for obtaining immediate, one-on-one support. On that 
basis, and if FSA are looking to disincentivise users from contacting the Service Desk by phone in preference of Chat, we would 
recommend reviewing the required service levels which currently will drive supplier performance to delivering a better 
experience for users calling by phone. If they were to get an equivalent or faster response by Chat, we would expect that to 
act as an effective driver for further uptake of the Chat channel. 

B Work with the FSA to set up and use Agent Workspace on ServiceNow and enable transition from external 
chat software to ServiceNow Agent Chat. 
Q2 - Describe your experience of using and/or migrating to Agent Workspace and Agent Chat on ServiceNow – 10% 

 
As we have outlined in our response to Q5 in Operational Requirements, our current expectation is that we will continue to 
provide the current chat functionality through Littlefish Live, working with FSA to implement Agent Workspace and Agent Chat 
as a future transformational change. 

 
Our most recent experience of working with both Agent Workspace and Agent Chat has been with HS2 who joined Littlefish as 
a new customer in 2020. The services we provide to HS2 are entirely ‘on tool’ and as such we have been able to work closely 
with them to enhance the configuration of the ServiceNow ITSM toolset, and have supported HS2 in driving service 
improvements with respect to the Agent Workspace configuration around Incident, Service Request, and Chat. 

 
In initial service operation, ServiceNow Chats initiated from HS2 users did not notify Littlefish Service Desk agents that they 
were waiting. This resulted in the new chat being invisible if the agent was on another call/chat session. This meant users were 
discouraged from the chat channel due to extended wait times and were reverting to other contact channels. To address this, 
we worked with HS2 to deploy and configure the ServiceNow Agent Workspace capability to enable chat notifications ensuring 
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that contacts via the chat channel were responded to more rapidly, and in parallel with other contact channels. In our own 
Littlefish Live chat functionality Service Desk Agents can manage up to 4 chats at any time allowing for the ‘gap’ periods 
between actions such as software deployment, thereby increasing efficiency of the Service Desk operation and reducing cost. 
Enabling this within Agent Chat for HS2 has resulted in similar efficiencies whilst also growing the use of chat as a contact 
channel for users enabling real-time interactions and more rapid response to users in a less intrusive manner. 

 
HS2 used their own ServiceNow partner to manage the initial implementation of ServiceNow, Agent Workspace and Agent 
Chat, then drawing on Littlefish knowledge and expertise to fine tune the configuration to increase service capability and 
performance. In addition to working in the same capacity for FSA, we work with our own ServiceNow Premier partner Mozaic 
who we would be happy to engage, as appropriate, to provide further support for changes on FSA’s development roadmap. 

 
Our experience with HS2 and ability to leverage additional specialist ServiceNow support puts us in a strong position to support 
FSA on a similar journey, bringing our experience of using the tool to further support FSA’s aspirations around channel usage 
and optimisation. 

C Work with the FSA to facilitate use of AI technologies to enhance the service offering (e.g. automated 
chatbots). 
Q3 - Give an example/s of your use of AI technologies to enhance a service offering – 40% 

 
Littlefish has invested (and continues to invest) significant effort in assessing the capability and benefit of automated software 
agents (chatbots) and other Artificial Intelligence (AI) technologies to enhance the services that we provide to our customers. 
Chatbots can be used to facilitate relatively simple and straightforward Support Requests, and are most effective in a high 
volume environment where multiple, repeat requests are supported by carefully constructed and maintained knowledge base. 
Similar mechanisms work to directly support Service Desk agents, one such example being Agent Assist that automatically 
searches for possible solutions when an agent is working on a record in Agent Workspace, and (with appropriate licensing) can 
be further enhanced by ServiceNow’s Predictive Intelligence AI capability that uses machine learning to iteratively improve 
search results. Agent Assist can speed up the resolution time and help to improve overall First Contact Resolution rates. We use 
Agent Assist as part of the services we provide to HS2. 

 
In addition to the inherent ServiceNow capabilities, we also frequently evaluate the IPSoft ‘Amelia’ AI interface for Service Desk 
delivery. We are in the final stages of selecting a POC partner for Virtual Agent capabilities with the two market leaders in this 
space (according to Gartner), Nuance and IPSoft. Once we have concluded POC – and assuming a successful outcome – it is 
our intention to deploy this capability across our Service Desk customer base (which we hope will still include the FSA) to 
enable the benefits of more rapid, and error free, resolution/fulfilment to be delivered to customer users at any time of the day 
or night. At present we are conscious of the potential for negative pushback on chatbots or AI if it isn’t implemented in a way 
that is genuinely sympathetic to the needs of the users (as per the eventual negative pushback against ‘offshoring’), but would 
very much welcome the opportunity to work with FSA (engaging our ServiceNow Premier partner Mozaic as appropriate) to 
explore the capabilities further with a view to introducing AI technologies during the term of the next contract. 

 
In support of one of AI’s key outputs being higher yield at lower cost, we are a keen advocate of Robotic Process Automation 
(RPA) as a means of using technology to our customers’ benefit. As an example, an innovative RPA-based service improvement 
delivered by Littlefish is encompassed in our service to NSK Europe (a leading global manufacturer of bearings, linear 
technologies and steering systems with ~5000 users in Europe and the Americas). Littlefish worked closely with NSK to migrate 
services from its overnight batch processing operations team to Littlefish. We then subsequently developed (utilising our 
BluePrism Remote Process Automation platform) a fully automated process to improve both the efficiency and consistency of 
the batch-processing service. The full automation of processes has provided an ultimate saving of 95% against the original 
operation (a six-figure annual saving) with ROI being achieved within 3 months. 

Section 2: Incident Management - 20% 
A Reduce the number of incidents raised by users. 
Q4 - How would you reduce the number of incidents raised by users? – 100% 

 
Littlefish works with our customers to increase service efficiency and user productivity by proactively seeking ways to reduce 
the number of Incidents logged with the Service Desk. Using a pragmatic application of ITIL aligned Service Management, we 
also continually review people, process, and technology to ensure that our services evolve and improve over time to keep users 
productive while reducing the need to directly engage the Service Desk to resolve their issues. 

 
At a high level, our approach works at two levels as outlined below. 

 
Identifying and resolving issues 
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Incident trend analysis and Problem Management play a significant part in reducing Incident volumes. An ITIL aligned 
approach to Problem Management is embedded at the heart of our service and underpins Incident Management. As the Service 
Desk provider, acting as a Single Point of Contact for FSA’s users, we will have access to a rich source or data to inform us of 
common issues and opportunities to make changes that can be used to drive down Incident volumes. 

 
Trend analysis is undertaken on a monthly basis to identify developing trends that could highlight underlying Problems in the 
FSA estate. The Littlefish Service Management Office facilitates the Problem Management process, across the Service 
Ecosystem, ensuring that all Problem records are assigned to appropriate resources and are addressed/actioned in an 
acceptable timescale. We recommend using the Kepner Tregoe methodology in consistently managing Problems through to 
root cause and permanent fix across all constituent parties. 

 
Additionally, in our capacity as Endpoint Management service provider and drawing on our wider experience and capabilities 
within our service portfolio, we will be able to work with FSA in an advisory capacity to recommend improvements across all of 
FSA’s IT environment. These recommendations can include adding resiliency, improving reliability, addressing hardware and 
software issues, and enhancing the users’ overall IT experience. The Littlefish Service Account Manager (SAM) will be able to 
coordinate appropriate resources from across the Littlefish business to tactically align specific skillsets to resolve issues that 
might sit outside of the scope of the Service Desk, for example engaging with Littlefish Enterprise or Solution Architects to 
support strategic technical reviews to reduce technical debt, remove single points of failure, and ultimately raise service 
availability and performance that in turn reduces Incident demand. This process can run in line with the Service Review cycle, 
also driven by the Littlefish SAM. 

 
Enhancing users’ ability to self-serve 

 
The self-service portal will play a significant factor in reducing the number of Incidents raised by users with the Service Desk. 
We will actively develop and maintain content, as part of the Knowledge Management service, to ensure that users continue to 
raise their awareness of this resource and use it to self-help without the need to contact the Service Desk directly. Littlefish 
agents will also use direct interactions with users to gently direct them to the knowledge base so that awareness is maintained 
and uptake in its use increases over time. While the activities outlined in the paragraphs above are focused on reducing 
Incident Demand, increasing the uptake and scope of self-service will reduce the demand on the Service Desk itself, enabling 
cost-efficiencies and the opportunity for the extending the reach and scope of activities performed by the Service Desk agents. 

 
 
One point to note is that our ‘Shift-Left’ approach the Service Desk itself may evolve to facilitate more Incident demand at the 
first point of contact. This however should be at the expense of the volume requiring action elsewhere in the Service 
Ecosystem. With the right cross-supplier buy-in and focus, it should be possible to target a holistic Incident reduction objective 
of 10% per annum. 

Section 3: Major Incident Management - 5% 
A Work with FSA to implement the major incident management module in ServiceNow 
Q5 - Describe your experience of using the major incident module in ServiceNow – 100% 

 
Littlefish uses the Major Incident workbench in ServiceNow for a number of our customers, including London Borough of 
Croydon (LBC), HS2 and the Care Quality Commission (CQC). 

 
For each customer we use the Major Incident workbench, adopting its features depending on the nature of the service we 
provide and where our service fits into the wider Major Incident Management process. In all cases ServiceNow is owned and 
managed by our customer and while we work closely to support development and configuration, the tool remains outside of 
the direct control of Littlefish. 

 
For CQC and LBC, the Major Incident workbench is primarily used as a mechanism for accepting proposed Major Incidents into 
confirmed Major Incidents. 

 
For HS2 we have developed, in conjunction with their 3rd party ITSM supplier, functionality to accept Major Incident candidates, 
issue Major Incident email communications and Post Incident Reports. Email communications are sent directly via the Major 
Incident workbench, negating the need for the more traditional method of sending an email directly from Outlook. This works 
in support of the ‘white label’ approach to the HS2 service allowing all communications to come from within the HS2 domain 
rather than from a Littlefish email account. Additionally, the Major Incident workbench has allowed us to move away from 
using a Microsoft Word template for email communications that then need to be issued to stakeholders for peer review, prior to 
release. Instead we are now able to use the functionality within the tool to obtain the necessary peer approvals far more 
rapidly and without the need for tools or processes outside of the ServiceNow system. 

 
We would welcome the opportunity to draw on our experience to support FSA’s implementation of the Major Incident module 
in ServiceNow. 
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Section 4: Service Catalogue – 15% 
A Work with FSA and other support partners to review offerings across the service catalogue and develop and 
implement opportunities to automate request processes. 
Q6 - Provide examples of any request processes you have successfully automated – 100% 

 
Littlefish continually looks to evolve our services for the benefit of our clients. At the forefront is always the engagement 
models available to users to simplify their experience and ensure better and quicker resolutions. A core evolution here has been 
the ongoing development of the Service Catalogue, leveraging automation capabilities to promote service efficiency, remove 
bottlenecks, and reduce the propensity for human error. 

 
A common candidate for automation is the starters / movers / leavers process. While these activities often generate a high 
volume of requests, the process of on-boarding a new starter is often complex, drawing on resources from across the business 
to fulfil a range of tasks including provision of equipment, approval of access to resources, configuration, deployment, and 
provision of additional support. For the London Borough of Croydon (LBC), we identified that the new starter process was 
inefficient as the data captured was not always accurate and sometimes didn’t have all the information required to carry out all 
of the necessary activities. We worked with LBC to update and expand the information gathered at the point of logging, 
introducing mandatory fields, and replacing free type boxes with defined, drop down boxes to ensure accurate and consistent 
data quality. With this higher quality of data in place, we were then able to automate certain elements such as approval 
requests, so that the Service Desk agent was only alerted to the Service Request when there was a specific task for them to 
work on. 

 
Also for LBC we also expanded the existing software request item, taking Service Requests found in the generic request pool 
and creating bespoke Service Requests to simplify and improve the speed of fulfilment. Examples include the addition of the 
Adobe application suite as well as customer specific software. These changes have allowed us to provide accurate automated 
workflows into the approval and procurement functions, reducing the overall time taken to fulfil software deployment requests. 

 
For M Group Services (an infrastructure services company) we have automated the new starter process. Using an automation 
script that runs on an on-premise Active Directory server, it actively polls tasks within the ITSM system and extracts the 
necessary information create an Active Directory account, Azure accounts, assign SharePoint Online groups, create a mailbox, 
assign Microsoft licences, and provide a password for first log in (that must be changed on first use). Previously this process for 
each new starter would take about 25 minutes for a Service Desk agent to complete. The benefits include the eradication of 
the potential for human error, a saving of approximately 65 hours per week of Service Desk agent effort due to the high 
volume of new starters (up to 160 per week), and the ability to fulfil large new starter intakes far more quickly than was 
previously possible. 

 
A common improvement we make for our customers is to create a sequential task process out of multiple tasks to enable a 
smoother workflow, easier workload management, and better SLA tracking. This means that a task that has a dependency on 
another action being completed first will not be generated in the system until the first task has been completed. This allows us 
to remove unnecessary volumes and the additional effort that goes into managing a larger volume of tasks that are not ready 
for action. This scenario applies for example to a request for software deployment that is dependent on the procurement 
function first providing a license. 

 
In addition to the starters / movers / leavers/ process referenced above, we frequently automate approvals and approval 
chases, aiming to have all Service Requests configured to automatically seek approval where possible to do so, whether this is 
directly within the ITSM tool, email, or a combination of the two. Where approvals not received within a defined timeframe, a 
follow up is sent to the initial approver automatically and the requestor informed. We configure secondary or multiple 
approvers where appropriate so that failure to respond or absence doesn’t create a bottleneck. Enabling this process frees up 
significant time for Service Desk agents to work on active requests, letting the automated workflow take away much of the 
work and time associated with fully manual Service Request activity. 

Section 5: Technology Roadmap – 10% 
A Support and provide technical leadership of projects and programmes to deliver the FSA’s Technology 
roadmap. 
Q7 - Describe your approach to project delivery and how you will provide technical leadership to cross-supplier project teams – 
10% 
An effective approach to the management of IT and business change reduces risk and promotes a successful project delivery 
and outcome. Ever more integrated IT solutions require effective planning and co-ordination to ensure consideration of 
dependencies, efficient use of technical resource, and mitigation of risk. The Littlefish approach to successful technical 
leadership is delivered through the close collaboration between our Enterprise/Solution/Technical Architects, Professional 
Services team and our Project Management Office – collectively known as our Consultancy Services division. 

 
Our pool of certified Project Management staff provide a service is designed to be agile and scalable with a defined process 
that utilises a core set of project controls to enable a structured, efficient approach to the delivery of IT projects and business 
change. Our project managers have responsibility for the end-to-end delivery of solutions from scope definition, detailed 
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project planning and technical design, through implementation, testing, and handover to both the customer contacts and our 
own Operations team (where we are involved in ongoing support services). 
Core to our approach to project delivery is effective planning to ensure an efficient start to the project then regular 
communication throughout delivery as solution configuration will involve Professional Services engineers working on-site, or 
remotely, or a combination of both. 

 
Project start-up activities may include technical design meetings and / or workshops that our project manager will facilitate as 
the project scope, approach, technical design details and plans are confirmed then baselined. Throughout project delivery our 
project manager ensures regular communication with project stakeholders (i.e. those people involved in the project or affected 
by it) to inform of project status, progress and notification of any risks or issues that are escalated, as well as communication 
within the project team to ensure the project resources are aware of status, progress, tasks, and plans. 
Benefits 

· A single point of ownership and single point of contact throughout implementation of the solution 
· A consistent delivery approach using defined process, techniques and products with additional project controls 

applied as the solution size or complexity increases 
· Effective project start-up with meetings / workshops planned and managed, and meeting facilitation skills used to 

support and assist technical design, planning and project definition 
· Organisation and co-ordination of the delivery; control as to what, when, who, where and how with a defined plan 

for delivery and proactive tracking of the project delivery 
· Project controls applied to ensure effective management of the solution implementation: 

• Proactive management of project resource 
• Proactive management of risks and issues 
• Proactive management of dependencies, with definition and tracking of project pre-requisites to promote 

effective technical task start, then active management of dependencies throughout solution delivery 
• Proactive management of project change (scope, schedule, budget, spend or cost), with definition of the 

change and impact to ensure details are captured and communicated 
· Improved effectiveness of the project team (which may consist of customer, Littlefish and other 3rd party contacts) 

as the project manager co-ordinates activities across suppliers, manages delivery of tasks and supports 
communication between project team members and the wider customer points of contact. 

 
Where a full project management service is not required, i.e. the technical engagement is of limited size or timescale, then 
“project co-ordination” ensures key activities are undertaken and the project delivery is tracked by the Littlefish Programme 
Management Office (PMO). This service provides facilitation of the project delivery and still maintains the structured, 
consistent, and controlled approach to delivery of the technical solution through our PMO. The project co-ordinator is allocated 
on project approval to proceed and undertakes a specific role and tasks during project delivery to support a consistent delivery 
approach. 

 
The Littlefish PMO is responsible for the booking of project technical resource, tracking of technical task pre-requisites (such as 
solution hardware order and delivery to site, or ensuring license details are made available to the engineer), and scheduling a 
handover review with operational support. 

 
Our project delivery specialists are responsible for the technical delivery of the solutions. 
Benefits 

· A single point for technical resource co-ordination throughout delivery of the solution 
· Project pre-requisites proactively managed to ensure preparations are completed in readiness for technical task start 

supporting an effective engagement 
· A consistent delivery approach with core controls applied and project products (deliverables) centrally managed 
· Handover to the Operational Support team scheduled and verified to promote effective transition to Business As 

Usual (BAU) support 
 
The Littlefish Enterprise/Solution/Technical Architects are responsible for providing architectural governance and technical 
leadership for all project engagements, including those involving multiple suppliers and technical stakeholders. FSA’s 
nominated Littlefish Solution Architect will be aligned to FSA’s architecture principles and have a detailed knowledge of both 
current state and future state technical architectures (as a result of being involved since the inception of any project). 

 
Littlefish chair and manage Technical Design Authorities for a number of clients, and this is the forum in which both Littlefish 
and 3rd party suppliers should attend as part of project engagements and significant technical upgrades. Littlefish technical 
leadership ensures that all aspects of the project lifecycle (proposal, scoping, design and delivery) are considered, along with 
their interactions and dependencies with existing FSA systems. 

 
Littlefish architects also provide the highest level of technical escalation during project deliveries, to ensure that in-flight 
technical issues are resolved quickly and in a manner that does not deviate from FSA’s architectural principles, or create 
technical debt that could impact future project goals. 

 
Fundamentally, we deliver projects with the pragmatic and practical governance approach, whilst recognising the flexibility and 
agility we need to retain within our projects and professional services organisation to deliver rapidly for customers. 
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B Work with other support partners to continually improve the technical infrastructure across all Service 
Groups. 
Q8 - FSA is seeking suppliers who continually improve their service offering and embed this into existing services. Describe how 
you have provided in-service improvements over the past two years, as part of business as usual operations, for a customer 
similar to the FSA – 80? 
When Littlefish began delivering Service Desk and End User Compute services to the Children and Family Court Advisory and 
Support Service (Cafcass) we were dependent on end users alerting the Service Desk to all localised issues they were 
experiencing. This reactive support model, compounded by an ageing estate, restricted service efficiency and impacted user 
productivity. 

 
Early on in our engagement, in consultation with Cafcass, we defined a strategy to deploy Aternity, an enterprise class Digital 
Experience Management (DEM) platform with two key advantages. The first was a rich insight into end user device 
configuration, performance, and usage, to better understand how device usage within the organisation. Secondly, Aternity gave 
us the ability to monitor the estate and act proactively, reducing the reliance on users to log issues, allowing us to increase 
user productivity - resolving issues more quickly, and in most cases ahead of any actual service impact. 

 
The additional data captured by Aternity provided a number of significant early benefits by allowing us to: 

 
• Quickly identify what applications were being used to enable the board to make informed decisions on their 

application and licensing strategy 
• Track user uptake of new applications as they were rolled out across the estate to identify issues, measure success 

rates and ROI 
• Increase overall understanding of how users interact with their IT to help prioritise proactive problem resolution by 

directing focus to issues having the biggest impact to the end users 
 
Additional benefits are outlined below. 

 
Enabling a proactive support model 

 
Unlike the traditional model that requires the end user to kick start the support process by reporting an issue to the Service 
Desk, Aternity provides a number of automatically generated event-based alerts that include (but not limited to): 

 
• Application Crash 
• Battery Wear 
• HD Bad Blocks 
• HD Failure 
• Low Disk Space 
• Overheat related shutdown 
• System Crash 
• Windows update failure 

 
These alerts are automatically logged in the ITSM platform, prompting the Service Desk to proactively contact the affected user 
to fix the issue. This gives rise to multiple benefits that include: 

 
• Increased user perception of IT services leading to higher satisfaction ratings 
• Ability to resolve issues before they become user-impacting, maintaining productivity 
• Estate-wide data capture to facilitate trending to identify and fix issues across the estate, increasing productivity and 

Service Desk efficiency. As an example an unknown issue was causing frequent crashes of Internet Explorer and 
generating multiple Incidents. The data captured by Aternity supported the investigation which enabled us to quickly 
identify one of the main Line of Business applications to be the cause. We alerted the application vendor who, with 
the information we had provided, resolved the issue. 

 
The downward trend of alerts generated by Aternity in the first 6 months following deployment demonstrates a reduction of 
user-impacting Incidents over time as the underlying causes are proactively detected and resolved before they trigger an alert 

 
Anomaly detection 
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An alert is generated when there is an over usage or under usage of an application. This means we can sometimes detect, 
investigate, and even resolve a Major Incident before a user reports it. 

 
On a monthly basis we review the top 10 worst effected users by User Experience Score (generated within the Aternity tool) or 
device utilisation. We then proactively contact the user to confirm and then fix their issues. Each such engagement with a user 
is tracked during the following month to ensure the issues have been resolved, with further action taken as required. 

 
Enhanced diagnostic capability 

 
The Service Desk are able to use the Aternity tool to diagnose a particular machine when an Agent is alerted to an issue. The 
detailed data available can drastically save triage time, returning a working device to the affected user more quickly. As an 
example, an unintended Windows 10 User State Migration Tool scan caused devices’ resources to become fully utilised 
rendering them virtually unusable. By using Aternity we were able to both identify the issue and a fix (an update to a later 
Windows 10 release). Normally this type of issue would have taken many hours of investigation to identify the root cause. 

 
Built-in dashboard functionality provides the Service Desk with the ability to monitor users’ machines and present an estate- 
wide summary. Issues are presented visually as they occur, and alerts generated according to pre-defined criteria and 
thresholds. Littlefish uses this feature to identify when a user does not have Bitlocker configured on their device. Potential 
security breaches can be averted by alerting the Service Desk Agent who quickly rectifies the situation. 

 
Change Validation 

 
The impact of changes can be readily reviewed. For example following the move from Windows 10 version 1709 to 1803 we 
could see that 1803 was 42% more stable. We have also used this functionality to help Cafcass decide how to invest in new 
laptops. After testing different models we used Aternity to report on performance and stability to help inform their decision. 

 
For future changes Aternity will be valuable for monitoring, validation, and ultimately assessing ROI for strategic changes. 

 
Wellbeing Detection 

 
Aternity has dashboards that can detect where users are working between 1am and 4am. We found that on average 50 users a 
month spend at least an hour working between these hours. This information has given Cafcass insight into potential wellbeing 
and workload issues for the benefits of employee protection 

 
License usage 

 
Aternity can monitor application usage to determine those that haven’t been used for a set period of time on devices they’re 
installed on. This has allowed us to identify 16 Microsoft Project and Visio licenses that hadn’t been used in 3 months, giving 
Cafcass the opportunity to optimise licence efficiency. 

 
Device Refresh 

 
Using the Smart Refresh reporting capability within Aternity we have supported Cafcass in adopting a performance-based 
refresh strategy rather than renewing devices based on age. The report, based on User Experience scores and device 
utilisation, led to a refresh of 30 devices rather than 430 that would have been replaced based on age and specification alone. 
The dashboard below is an example of a high-level report. 
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C Work with FSA, and provide pro-active expertise, to identify opportunities for roadmap development and 
enhancement resulting from business change and industry innovations. 
Q9 - How will you support the FSA’s Technology Roadmap and provide pro-active expertise, to identify opportunities for 
roadmap development and enhancement resulting from business change and industry innovations? – 10% 

 
Through an assortment of Service Reviews, the CIP Program, 'Technology Strategy' sessions, FSA user feedback , and 
incident/problem trend analysis we will proactively work with FSA to provide strategic input to all aspects of the IT architecture 
estate. This will ensure it meets both current and emerging business requirements along with continual service enhancements 
to maximize flexibility, reliability and usability. 

 
Our Enterprise Architecture practice consists of experienced Enterprise, Solution, and Technical Architects that operate under 
the principles of TOGAF. Our Architecture practice frequently monitor insight and market trends from global research bodies 
such as Gartner and Forrester; pan-government agencies such as CCS, GDS, Cabinet Office, and NCSC; major and tactical 
technology providers; and service management bodies such as Axelos and the ITSMF. 

 
The technology strategy sessions should be an opportunity for the Littlefish architects to provide an overview of the emerging 
technologies in the market that could be of benefit to the FSA, along with success stories from across our wider client base 
(c70,000 end users). Whilst technology will be a key aspect of these sessions, it is also a great opportunity in involve the wider 
FSA organisational units so that potential future business requirements/challenges can be discussed directly with the 
architecture practice. 

 
As an organisation Littlefish are vendor agnostic and therefore have no agenda when it comes to recommending or selling 
particular vendor’s products. This is important as it allows us to approach our engagement with FSA with a genuinely open 
mind to securing the most appropriate and beneficial long term technology solutions. If required, we are happy to introduce 
further independent consultants (additionally chargeable) who can be used to secure a further perspective. 

 
We regularly benchmark and appraise proposals across the Supplier Ecosystem's of our customer, assessing these against our 
customers own reference architectures, and taking into account viability against both current/future architecture states, and 
business need. We will work with FSA to define a reference architecture and core principles (if these are not in place), which 
should be distributed to all suppliers to aid conformance in future proposals. 
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We also regularly undertake procurement exercises on behalf of our customers whereby, conveying business and technical 
requirements to multiple vendors and evaluate the suitability of their responses, before managing the implementation of 
agreed solutions (covering multiple supplier inputs where necessary). 

 
As part of the inherent CIP Program we will ensure focus on the continuous improvement of the FSA LAN, Server, Laptop, and 
Mobile estate. We will actively encourage and facilitate cross-supplier review meetings, providing a forum for open and 
collaborative discussions to understand respective roles and challenges, encourage knowledge sharing and best practices, and 
how we can best work together to ensure that the collective approach to improvement secures tangible benefits for FSA. 
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Little Fish (UK) Ltd Service Response 
 

TENDER REFERENCE FS430637 - SERVICEDESK  
      

Section 1: Service Management – 45% 
 

A Monitoring - The supplier will provide performance monitoring and reporting for any services under its area of 
responsibility, ensuring issues are identified and investigated and working with the FSA to resolve as required. 
Q1 - Describe how you would use monitoring and reporting to proactively identify outages and degradation of services, and 
ensure appropriate action is taken to limit the impact on end-users – 10% 

 
Littlefish will actively monitor and report on performance to ensure we deliver services in line with agreed service levels and 
provide regular reporting to demonstrate achievement against service objectives. 

 
Service performance will be monitored proactively throughout the agreed reporting period (typically monthly) such that issues or 
potential breaches are identified and addressed before actual breaches or impacts to service performance occur. We will expect 
continued access to the daily reporting extract from ServiceNow currently provided for the Service Management Team in order to 
retain a point-in-time view on open Support Requests and progress against SLA. 

 
The Service Review process typically follows a monthly cycle, with the Service Delivery Manager (SDM) acting as the focal point 
for Littlefish-delivered services in a monthly Service Review meeting with key FSA stakeholders. We would expect the review to 
include other service providers in the Service Ecosystem. 

 
The SDM will prepare and present the monthly Service Report to quantifiably demonstrate service performance and review the 
on-going delivery of the service. The items covered in the Service Reviews will include: 

 
• Service Performance Review (against SLAs) 
• Service Volume and KPI Review (and associated trend analysis) 
• Contract Review 
• Continuous Service Improvement Program 

 
Outside of the Service Review cycle the SDM will work with FSA to ensure that the service is aligned to business objectives and 
effectively executed. 

 
Littlefish will be able to identify outages or service degradation through our integrated Service Management Office functions 
(problem, incident and MIM) and data collected through the ServiceNow platform. 

 
Littlefish have recently been awarded the Endpoint Management contract and an extension to LAN/WAN contract, this will enable 
us to work seamlessly with these teams to actively monitor and report on the following: 

 
• Availability Monitoring – Real time platform/device availability monitoring 
• Performance Monitoring – Application/device performance monitoring with intelligent threshold learning 
• Device Hardware Monitoring – Proactive device hardware alerting 

 
When an issue has been identified through breach of a pre-defined threshold proactive alerting will flag the issue with Service 
Desk Management teams who will investigate the issue with support from the SMO functions. Working with FSA and other 
suppliers as is necessary we will follow FSA Incident (as well as Problem and Major Incident, and Change where required) 
Management processes to take appropriate action with a view to effecting a resolution as quickly as possible, within SLA, to limit 
the impact of any service outage or degradation to end users. 

B Acceptance into Service - The supplier shall work to the FSA Acceptance into Service process and contribute to 
the provision and assessment of all relevant requirements specified for any new services. 
Q2 - Describe your own processes for the acceptance of new services, and how these ensure you are able to provide appropriate 
support. Please include your own process flows/diagrams in your answer – 18% 

 
Littlefish recognises the necessity to work to a defined process to ensure new services are introduced in a controlled manner, 
verify that service function and quality criteria are met, and that all necessary activities are completed in order that new services 
can be effectively supported once deployed. 
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Drawing on experience and methods used in our established Service Transition processes we have created a standardised 
approach for accepting new service into operations through our Service Introduction function, which we will adapt (where we 
have not already done so through existing services delivered by Littlefish) to meet the requirements set out in the FSA 
Acceptance into Service Procedure. We support and enable Acceptance into Service (AIS) processes for a number of our 
customers. 

 
For the introduction of new technologies or services we will work collaboratively with FSA to pragmatically understand the impact 
on service demand. If no material impact is anticipated then we will not charge FSA for extending the service to facilitate 
onboarding (we would however expect to charge for introducing the service, via the Service Integration function, which we can 
agree a fixed fee rate card for with FSA based on catalogue items covering simple, standard, or complex onboarding 
requirements as defined in our response to the Commercial Requirements document, or charge on a T&M basis). If there is likely 
to be a material impact to service demand then we will assess the permanence of this, to assess whether it will require a 
permanent increase in service headcount, or can it be facilitated through temporary scale up using Early Life Support (ELS) 
(which we can bring to bear on a tactical basis for the duration of any peak demand) and then provide FSA with a guide as to 
additional charges once the baseline service effort is understood. 

 
Successful onboarding of new services demands that other existing services are not negatively impacted as a result of the 
change. Our approach aims to identify and proactively mitigate any anticipated risks (drawing on previous experience to inform 
the process) rather than addressing issues in a reactive manner. 

 
Knowledge capture and transfer into appropriate support teams is essential and we will work with relevant parties (including our 
own Professional Services (PS) teams where Littlefish are implementing new technologies or services) to ensure documentation 
is created and transferred into the FSA’s Knowledge Management platform. Skills matrices for support personnel are reviewed 
and any gaps addressed through training, either via informal ‘handover’ sessions from PS resources (where appropriate and not 
detrimental to future service provision) or through formal training and certification paths where required. 

 
Our processes consider the need for end user training to identify if the release of new services or technologies will generate a 
requirement for end user support or training to support adoption and serve to proactively reduce additional demand on the 
Service Desk and other support functions. 

 
Escalation processes are defined where appropriate, considering third party or vendor support, for example in the case of Line of 
Business applications that require specialist knowledge to address complex or development issues. The goal here is to maximise 
first line / first contact resolution by initially equipping the Service Desk with relevant skills and knowledge to ensure rapid 
support and resolutions are provided to end users without the need to escalate Support Requests from the Service Desk. 

 
These processes can (and should) also be configured for offboarding. 

 
Littlefish support and enable AIS focused processes at a variety of our customers. At Historic England for example we have 
collaboratively implemented this process (with Historic England, as the insourced Service Integration layer). This has been a key 
part of the Service Transition as Historic England have transitioned away from their old single-supplier ITO contract with Capita. 
We have worked with Historic England to on-board new suppliers (and internal service teams) into the new Target Operating 
Model. A significant amount of this effort was undertaken through Service Transition, as Historic England moved to a 
disaggregated model. The work we have undertaken to enable operational acceptance, allowing Historic England to successfully 
disengage from the incumbent and rapidly implement service improvements, has been replicated throughout the lifecycle of the 
contract. This has ensured the same ‘tried and tested’ consistent approach is utilised for onboarding new suppliers. 

 
By way of further example, Littlefish worked with the Money & Pensions Advice Service (MAPS) to off-board a legacy Managed 
Print Services, replacing it with a new Xerox Managed Print Service. 

 
Our AIS checklist has over 100 activities to consider. Below is a typical view of the AIS sheet which and activities which are 
considered before something is accepted into service. 
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C Monthly Service Review - The supplier shall participate in a monthly service review and shall report on their 
own performance, including but not limited to incident, request, change, problem management, Continual 
Service Improvements, Risk, Security, monitoring, SLA performance and any ongoing projects for their areas of 
responsibility. The report must be submitted to FSA 5 working days from the start of the new month. 
Q3 - Explain your approach to monthly performance reports and how you would highlight issues or areas of concern – 20% 

 
Littlefish will expect to participate in monthly service reviews, reporting on service performance and other relevant activities or 
initiatives within 5 working days of the start of the new reporting period/month. We will also produce a quarterly security reports 
to demonstrate compliance with FSA’s security requirements. 

 
Our approach to service reporting is based on simplicity, which is key to establishing the most value from reporting. We strongly 
recommend that a small, central template is initially agreed, evolving over time as understanding of the service and wider 
objectives develop. This collective service management function draws focus to those aspects most critical to the service and the 
FSA’s operations, addressing specific and current concerns or objectives. 

 
We work with our customers’ Service Management teams to build a set of reports that can meet their evolving reporting 
requirements over time. We aim to start small, avoiding a ‘wood from the trees’ scenario where too much information results in a 
lack of focus on those elements of the service that are most important to current operational objectives. Extraneous service data 
can work counter-productively by restricting the ability to easily hone in on key aspects of the service. Ultimately the objective 
should be that performance reports deliver relevant, meaningful MI that enable appropriate analysis and facilitate service 
improvement opportunities. 

 
Service reporting forms part of our overall governance model that incorporates a Service Delivery Manager (SDM) and a Service 
Account Manager (SAM) who work together to manage the service and relationship with the customer. The SAM is responsible 
for managing all aspects of the relationship with the customer while the SDM collates and presents monthly service reports. They 
are the facilitators for all stakeholder engagements and liaise as and when necessary to discuss and address individual or 
operational needs. They will also inject success stories from other Customers where useful and in the spirit of supporting the 
FSA’s Evergreen guiding principles and IT roadmap. 

 
The SDM meets with the customer on a planned monthly basis to present performance reports, highlight and manage concerns, 
and together with the SAM identify opportunities for future improvement, drawing on Littlefish’s Enterprise/Service Architecture 
practice to provide expertise across a wide range of IT specialisms where appropriate. 

 
The SDM acts as the focal point for the Service Review process, meeting with key IT stakeholders (and other parties in the 
Service Ecosystem as required). The SDM prepares and presents the Service Report to quantifiably demonstrate service 
performance and review the on-going delivery of the service (aggregating 3rd party supplier performance where necessary, 
particularly relevant when working in a SIAM function or when managing sub-contracted third party suppliers). 

 
Items discussed at the Service Review typically include: 

 
Service Performance Review (against SLA) including Incidents, Service Requests, and Changes 
Review of Trend Analysis Report 
Security review (covering endpoint protection Incidents and compliance, and patching status) 
Asset review (such as summary of adds, changes, deletions) 
Stock status (new and provisioned, spares, warranty repairs) 
Licence summary such as excess licences, licence shortfalls, upcoming renewals) 
Review of Customer Satisfaction scores 
Continual Service Improvement programme review 
Service risks/concerns and mitigation plans 
Dispute Resolution (and any areas of concern) 
Planned and in-flight projects 
Commercials 

 
In the event that any SLAs have not been achieved Littlefish provides narrative to demonstrate the cause and identify, where 
required, plans to prevent reoccurrence. Any particular issues or areas of concern are highlighted during the service review (or 
during the course of the reporting period if deemed of a significant or critical nature that is service or business impacting) with a 
view to open and transparent discussion to jointly define and agree solutions. In a multi-supplier environment issues and their 
solutions are sometimes complex and we always welcome the opportunity to work collaboratively with other suppliers in support 
of improving the overall service provided to our customers and their users. 

 
To ensure a positive and enduring relationship is maintained, Littlefish and the customer may convene a Governance Board on a 
periodic basis to review the following items: 

 
Overall Service Performance 
Customer Business Strategy 
Assess the appropriateness of the service agreement 
Identify areas where Littlefish can provide further enhancement to the customer’s business objectives 
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D Service Asset and Configuration Management - The supplier shall work to the FSA Service Asset and 
Configuration Management process and contribute to the definition and maintenances, mapping of 
interrelationships, appropriate control and verification / audit of configuration items. 
Q4 - Describe your approach to configuration management and how you would contribute to identification and updates of 
configuration items and dependencies. Please feel free to include any diagrams/process flows into your answer – 5% 

 
Littlefish will work in accordance with the FSA Service Asset and Configuration Management (SACM) process in the delivery of 
Service Desk services and in support of the desired move from a reactive ‘find and fix’ approach to one of proactive ‘predict and 
prevent’. In following these guiding principles set out by the FSA, success factors will be dependent on suitable Configuration 
Item (CI) definitions and ongoing controls to ensure asset data in the CMDB remains an accurate and reliable source of 
information. 

 
Our approach to Configuration Management centres around ensuring all interfaces within the Service Ecosystem are identified 
and that all parties have clearly defined and documented responsibilities to ensure that in all cases updates to CI status are 
captured and recorded in the ServiceNow CMDB. In addition to tracking changes to CI status resulting from Incident and 
Request fulfilment, particular focus will be given to stock and device lifecycle management processes (and any future interface 
with procurement) as that is where the most significant change will occur in terms of device allocation, location, and status. 
Equally we will look to exploit capability within the ServiceNow CMDB tooling to capture and maintain dependencies between CIs 
in support of other Service Management processes. Key to the success of this process will be the documented responsibilities so 
that the triggers and resulting actions to enact changes to CI status have clear and consistent owners so that changes are 
always captured and appropriately actioned. 

 
We will work quickly with the FSA to refine our existing internal procedures in order to align to the current FSA process.. We will 
accommodate for CI ownership, ensuring all CIs are assigned an appropriate owner and clear protocols are defined for updating 
CI records. 

 
As an additional validation of the processes we will seek to manually verify CI status through the Service Desk every time an 
Incident or configuration change is enacted by Littlefish for a particular device. This will include validation of the software layer 
to ensure that relevant OS levels match the CI records and are also in line with current anticipated version statuses. Over time 
this will enable us to maintain a level of accuracy of CI records for those items the Service Desk interacts with directly. 

 
Reporting will be a key output of the Configuration Management process and we will proactively report against an agreed set of 
criteria as part of the monthly Service Review process. Typically this will include as a minimum a summary of status changes in 
the previous reporting period and unaccounted discrepancies (under investigation). 

 
Note: Littlefish assumes that asset data in the FSA asset register is up to date and accurate at the time of transferring the 
service. Additional activity to clean up or (re) populate data has not been included in our service onboarding costs and if required 
will incur addition charges to those proposed. 

 
As part of our approach to Continual Service Improvement we will proactively seek out opportunities to enhance the 
Configuration Management service by automating activities where possible (and appropriate) within the available toolsets, for 
example the auto population or update of CIs from data collected by discovery tools. 

 
A typical SACM Process Flow used by Littlefish’s Service Management Office based on the ITIL frameworks:- 
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E Customer Satisfaction - The FSA will seek customer satisfaction feedback, the supplier is expected to contribute 
to drafting of surveys, act upon negative feedback or declining rates of satisfaction, and include initiatives to 
improve satisfaction levels in their CSIP. 
Q5 - Describe your approach to the analysis of customer satisfaction feedback, and how you would use these findings to improve 
service quality – 20% 
We place significant emphasis on direct Customer Feedback as a softer measure of service performance. This feedback is 
typically collected by the Service Desk provider (Littlefish currently uses our Littlefish Live tool to collect Customer Satisfaction 
and Net Promoter Score (NPS)) following end user interactions, either for Incidents or Service Requests. 

 
We like to keep feedback channels simple for users to engage with to drive enough volume to create meaningful and 
representative data (there is a negative correlation between the number of questions asked and the response rate). Littlefish 
Live feedback runs at about 25-30% (although we have seen it as high as 40% for FSA). Conversely, our experience with 
surveys on ticket resolution is a c.2% response rate. 

 
Generating data however is only the first step in proving meaningful insights into user perception and experience of the IT 
service they use. Rather than wait for month-end to review therefore, all customer feedback is analysed upon receipt. Positive 
feedback is configured to immediately cycle back to the Service Desk engineer as positive reinforcement, whilst any negative 
feedback is escalated through to the Littlefish Service Management Office team for immediate action (with an SLA commitment 
of handling negative feedback within 24 hours of receipt, even if it isn’t classed as a ‘complaint’). 

 
As a user-focused managed service provider, Littlefish places extremely high value on the user feedback as a mechanism for 
both positive reinforcement and informing improvement initiatives. Positive feedback is shared with individuals and company- 
wide as part of our monthly review of customer feedback and ‘Starfish’ nominations. Positive reinforcement serves to strengthen 
and further embed the Littlefish values by openly celebrating those behaviours that make our people, our business, and our 
customers successful. At a business level (as opposed to account) we review feedback to identify learning points and support 
shared learning and benefit between accounts. 

 
We also view negative feedback as highly valuable as it presents an opportunity to improve service quality. Our approach to 
immediate re-engagement following negative feedback can highlight useful service or process improvements and importantly, 
from a user perspective, turn a negative into a positive through timely intervention. 

 
All feedback is collated and shared during the service review cycle, with the Service Delivery Manager analysing the data to draw 
out highlights (and lowlights where arising); all raw data relating to feedback is shared openly. We look to share, where 
appropriate, feedback across the Service Ecosystem, particularly where, as the Service Desk provider, we collect feedback 
relating to all parties delivering services, not only those delivered by Littlefish, in order that all service areas can be analysed and 
improved. As part of this process we actively seek to identify service improvement opportunities, looking for Continual Service 
Improvement initiatives that might be launched off the back of feedback obtained directly from users. Since September 2017 
Littlefish have received 18,709 rated Littlefish Live sessions, of which 18204 were rated positively by FSA users giving us a 97% 
positive feedback attainment. 

F Business Continuity 
Q6 - In the event that the FSA invokes Business Continuity plans the supplier will work with the agency to understand how it can 
best support operational continuity. 
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Please confirm you agree to this – Yes/No response – 1% 
Yes 

Q7 – The supplier will provide up to date Business Continuity plans for their organisation on an annual basis 
 
Please confirm you agree to this – Yes/No response – 1% 

 
 
Yes 

Q8 - The supplier shall ensure that service is delivered to the FSA in the event of further pandemic lockdowns or local tier-based 
restrictions. 

 
Describe your approach to delivery of the required Service Desk services in a pandemic lockdown scenario – 5% 

 
Littlefish has designed and built its services to be highly resilient, considerate of both internal operations and the tailored 
services we deliver to our customers. The 2020/2021 Global Pandemic has validated LF's approach to Business Continuity 
Planning (BCP) & Location Independent Working (LIW), enabling the entire business to move to homeworking within one-week 
whilst simultaneously, seamlessly, and successfully supporting all our Customers without interrupting service availability/quality 
(and actually facilitating an 80% increase in demand across our customer base, 
many of whom were working from home for the first time, or using remote-working capabilities that had not been previously 
stress-tested). 

 
We employ full LIW to enable staff to continue to deliver services securely over any internet connection when they are unable to 
access our Service Centres (for example during local or national tier-based restrictions). 

 
We adopt a cloud-first strategy for all internal systems including for internal productivity & collaboration, as well as for service- 
related tools such as our IT Service Management platform, telephony, and infrastructure management tools. 

 
The majority of our systems are hosted in either AWS or the Microsoft UK South and UK West Azure Cloud. Each is designed to 
run 24/7 and employ multiple industry-standard measures to help protect operations from power failure, physical intrusion, and 
network outages. 

 
We have a BCP that is aligned to ISO22301 and considers rapid Recovery Point and Recovery Time Objectives for all platforms 
and services. BCP testing occurs bi-annually and has been successfully initiated through the COVID-19 pandemic. Testing of 
customer-specific services are typically carried out during service onboarding to verify resilience and then on a frequency that 
aligns to the customer’s own BCP objectives. Relevant service scenarios form part of the testing to ensure that the resilience of 
‘real-world’ interactions are verified. 

 
All of these factors combine to ensure secure, stable, and highly available service capability in the event of the current and 
further pandemic scenarios that will enable to us to deliver consistent Service Desk services to FSA. 

 
In addition, FSA’s move towards zero-touch deployment through Microsoft Endpoint Manager (formerly Intune) and Autopilot will 
continue to enable device provisioning under the modern device management umbrella, and will be further extended as FSA 
moves to complete migration of devices from SCCM to Microsoft Endpoint Manager management, negating the need for hands- 
on device imaging and deployment. 
Just as important to our service and operations approach is the Littlefish culture, where #peoplematter. We invest in and 
protect our staff, thereby ensuring they remain well and able to deliver services to our customers. 

 
Finally, we have included the link below which looks back over our response to The Pandemic during 2020. 

https://www.littlefish.co.uk/a-lookback-at-2020-and-littlefishs-response-to-covid-19/ 

G Service Level Agreements - The supplier will work to Service Level Agreements as specified in the FSA Service 
Level Agreement document. 
Q9 - Explain how you will manage, monitor and achieve the expected performance criteria specified in the FSA SLA document – 
20% 

 
Achieving and exceeding contracted service performance is equally essential for Littlefish’s success and for our customers in 
terms of meeting their business objectives. We design our services and Service Management processes to ensure we are able to 

https://www.littlefish.co.uk/a-lookback-at-2020-and-littlefishs-response-to-covid-19/
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consistently meet agreed service levels. The Littlefish Service Delivery Manager will be tasked with continually ensuring a focus 
on appropriate resourcing and capability to meet the evolving demands of FSA and that ultimately, the expected performance 
criteria are achieved. 

 
IT services hinge on the effective deployment of people, process, and technology. Starting with people, Littlefish is proud to 
employ talented, high performing individuals that we work hard to motivate, develop, and retain. We ensure our people have the 
right experience and skills to effectively meet the demand of their role, thereby supporting the achievement of expected service 
levels. Unlike many other Service Desk operations, our Service Desk provides much more than a ‘log and flog’ 1st line service. 
Our ‘Intelligent Service Desk’ is targeted with attaining maximum FCR. The Littlefish Service Desk has a high calibre of engineers 
with a minimum of 3 years’ experience and associated accreditations, giving FSA users access to 1st and 2nd line skillsets, right 
at the first point of contact. Collapsing 1st and 2nd line support brings the right capability to FSA’s users, as soon as they need it. 
The majority of Support Requests are addressed at this level. We expect that the Service Desk would be able to facilitate all 1LS 
and 2LS support activities, save for those few that genuinely require deskside intervention, or are specifically related to FSA’s 
LoB applications (and for which knowledge has not already been moved to the Service Desk via the continual ‘shift-left’ process). 

 
We encourage continual learning (through free access to LinkedIn Learning) and support technical development and skills 
currency through the Littlefish Academy. Learning tracks are wide ranging with IT Service Management specialisms including for 
example a wide range of ITIL Courses. Completion of Academy learning tracks brings up to a £6k additional pay increase on full 
certification. 

 
Littlefish maintains a skills matrix of proficiency levels for all individuals and technologies showing alignment to existing and 
potential requirements, whether customer-driven or in order to maintain currency with market development or demand (through 
a dovetailing process with our architecture practice who actively monitor technology developments). Skills gaps are readily 
identified and inform the recruitment process to ensure ongoing alignment. 

 
Carefully defined and managed processes, working to FSA specifics as required, allow us to maintain a consistent approach. The 
Littlefish Service Management team will actively monitor Support Requests, using live dashboards where available through the 
FSA’s ServiceNow tool, to show progression throughout the lifecycle and to ensure SLA compliance. The dashboards are used to: 

 
View the current Support Request queue 
Understand Support Request demand 
Ensure correct categorisation and prioritisation 
Monitor progression 
Perform SLA breach management 

 
In support of SLA compliance, a number of triggers can alert when KPI performance is threatened, configurable to the specific 
SLA for the service being delivered. These notifications help to ensure SLA conformance and also act as a method of 
transparency in terms of elapsed resolution timescales. More senior members of the Littlefish Service team are involved as the 
escalations progress which, in turn, ensures visibility up to Board level (via the COO), and the additional oversight that comes 
with this. 

 
From a technology perspective, the notifications also act as a trigger for the Service Management team to invoke a higher 
technical authority in support of resolution activities, to ensure that the issue can be addressed before a KPI breach occurs. 

 
Where SLAs or KPIs fall below agreed standards, and further to above, we typically highlight these breaches clearly in monthly 
Service Reports. The very fact of doing this helps to ensure continued focus, even after a breach or near-miss. Furthermore we 
can commit to KPIs around aged incidents (generally), ‘oldest’ incidents, or re-prioritised incidents (upon breach), to ensure that 
suitable metrics are in place and reviewed, and serve to discourage a loss of focus on SLAs/KPIs that have already breached. 

Section 2: Continuous Service Improvement – 5% 
A Continual Improvements - The supplier will provide contractual wide continuous improvement ensuring that all 
aspect of technology, service and commercial are identified, reviewed, recommended and improved throughout 
the lifecycle of the contract. 
Q10 - Explain how you will achieve this requirement and provide examples which have resulted in quality improvements or 
monetary savings – 100% 

 
We understand through this ITT process that the FSA has a strategic goal to be ‘evergreen’, perpetually updating and 
improving services while adapting to business and political change, and adopting new technologies as they emerge. Littlefish 
fully support this approach and recognise the need to maintain continual improvement in the services we deliver. In the objective 
of ensuring the right business outcomes for the FSA in an ever-evolving technical landscape, we will initiate and run of Continual 
Service Improvement initiatives, the most pertinent of which are detailed below. 

 
Overall Continual Improvement Programme 
Littlefish provides continual improvement in a variety of forms but principally in the following areas: 
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Littlefish-provided service improvements 
Customer-focused process improvements 
Development and ongoing management of an Innovation Plan targeted at customer-focused ICT environment 

improvements 
 
We constantly strive to enhance services for our customers through a continual review of tools, processes and people. Our 
approach is ITIL-underpinned and employs recognised methodologies (such as Deming’s Cycle that uses the Plan/Do/Check/Act 
approach to continual quality improvement) that helps to ensure we deliver tangible and beneficial results. Littlefish’s Continual 
Improvement Programme (CIP) is initiated from Service Commencement (with initial initiatives identified during the Service 
Transition period), owned by the Service Delivery Manager (SDM), and tracked as part of the monthly Service Review process. 

 
To demonstrate any improvement, it is essential to measure changes over time against a baseline. Should the FSA sponsor 
specific projects (with improvements to services expected as an outcome) we will work to identify suitable measures and build 
them into the monthly report cycle so that achievement against improvement targets can be seen, and the benefits and ROI 
clearly identified. 

 
Automation 
Littlefish is an active proponent of automation which is a core feature of our service capability. We proactively seek to identify 
opportunities for further automation in aid of operational and cost efficiency while also mitigating, where appropriate, the 
tendency for human error.. We would welcome the opportunity to work with FSA to achieve automated ticket logging and 
allocation based on defined thresholds that will increase overall service efficiency and reduce the burden on the Service Desk. 

 
We have invested heavily in our automation capability, built on the market-leading Blue Prism platform which we are readily able 
to leverage into the FSA environment as a value-add. As well as providing for the automated orchestration of routines in Cloud 
and On-premise scenarios (for both infrastructure and business processes), it can also be used as an effective aggregator across 
multiple situation-specific monitoring and management systems. 

 
We will also work with FSA as part of the CIP to assess the inherent automation capabilities already in place within the FSA 
environment. This might, for instance, include the exploitation of the native orchestration capabilities within ServiceNow. In all 
we see this approach, and capability, as a key stream of ongoing CIP initiatives with FSA. 

 
Technology 
As technology improvements can be a key enabler in achieving cost savings and service improvements our initial approach when 
engaging with customers is to establish the required business outcomes. We gather this through a combination of workshops, 
inspection, interviews and analysis, performing these activities with key stakeholders from within the business, starting during 
Service Transition. 

 
Current examples include service automation (especially through the use of RPA technologies) and Virtual Agent capabilities. We 
are in the final stages of selecting a POC partner for Virtual Agent capabilities with the two market leaders in this space 
(according to Gartner), Nuance and IPSoft. Once we have concluded POC – and assuming a successful outcome – it is our 
intention to deploy this capability across our Service Desk customer base (which we hope will still include the FSA) to enable the 
benefits of more rapid, and error free, resolution/fulfilment to be delivered to customer users at any time of the day or night. 

 
Evidence 
To demonstrate any improvement, it is essential to measure changes over time against a baseline. We monitor all service levels 
and provide a formal report on a monthly basis. Any improvements impacting these contractual service performance measures 
are tracked and improvements quantified. Should FSA sponsor specific projects with improvements to services expected as an 
outcome, we will work with FSA to identify suitable success factors and build them into the monthly report cycle so that 
achievement against the agreed improvement targets can be seen. 

 
We have many examples of where CSI has had positive impacts on our customers and their people. A customer-specific example 
of not just CSI but innovative service improvement delivered by Littlefish is encompassed in our service to NSK Europe (a leading 
global manufacturer of bearings, linear technologies and steering systems with ~5000 users in Europe and the Americas). 
Littlefish worked closely with NSK to migrate services from its overnight batch processing operations team to Littlefish. We then 
subsequently developed (utilising our BluePrism Remote Process Automation platform) a fully automated process to improve 
both the efficiency and consistency of the batch-processing service. The full automation of processes has provided an ultimate 
saving of 95% against the original operation (a six-figure annual saving) with ROI being achieved within 3 months. 

 
Specifically for the FSA, we have added additional resolved and closure codes to ServiceNow to improve efficiency on how 
resolved ticket volumes are counted. The introduction of “cancelled” and “transferred” to another module within ServiceNow had 
allowed us to remove these totals from the overall ticket count. This has enabled us report accurately on the true volume of 
resolved tickets and this has directly contributed in monetary savings due to the overall ticket volumes being resolved. The 
introduction of cancelled and also transferred to another module within ServiceNow allows us to remove these totals from the 
overall ticket count. 
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Section 3: Ways of Working – 15% 
1. A Collaboration - The supplier shall collaborate with the relevant FSA groups and the FSA's other third- 
party suppliers as required. This is a key principle of the disaggregated service delivery model and must be 
appear seamless to the end user. 
Q11 - Describe your experience of working with a range of different suppliers and how you are able to integrate successfully with 
them – 15% 
Littlefish have a growing history of working with customers who have disaggregated Service Integration and Management 
(SIAM) delivery models requiring multiple levels of cross-supplier engagements, relationships and collaboration. It is an expected 
part of our business. Ministry of Housing Communities and Local Government (MHCLG) and the Children and Family Court 
Advisory and Support Service (CAFCASS) are two great examples of where we have come into a newly disaggregated model and 
flourished by being a focal point delivering a top class Service Desk function. 

 
On a human level the working relationships we build with the FSA, other suppliers, stakeholders and staff are critical to the 
overall success of IT service delivery and ultimately to the benefit of end users. The Littlefish approach is simple. We put people 
first. #peoplematter. That extends from our staff to FSA and other suppliers. 

 
On a process and procedure level it’s important that we continue to understand the FSA’s business and service outcomes and 
how we should align and deliver our service together with its SLAs and KPIs and supporting toolsets to deliver these outcomes as 
a collective. What’s important to the FSA (Brexit for example) must be important to its users, IT and therefore Littlefish. 

 
We would achieve this by seeking to understand:- 

 
- Who are FSA’s key suppliers (now and near-future) 
- Where are the lines of responsibility and more importantly where are the grey areas and crossovers and how are they 

managed currently and by whom. What’s working, what is not, and why. 
- What existing processes and procedures are followed (by using ITT Supporting documentation as key input) and how do 

they align with Littlefish and our preferred methodologies and ways of working 
- How do we need to change to successfully integrate with established process and suppliers 
- Where are the options to make supplier engagement agnostic, how can automation be used to provide efficiencies and 

reduce human error 
We have been operating in a SIAM model for our customers for many years and from previous engagements (with Signet Group, 
Historic England, Cafcass, Ministry of Housing and more recently in Local Government for London Borough of Croydon) we have 
recognised that no two customer engagements are the same. Each has a different mix of Service Providers in the Service 
Ecosystem with varying levels of maturity in their adoption of SIAM. Thus, the key element to understand in the delivery of SIAM 
within organisations today, many of whom are adopting a high level of disaggregation, is cultural fit, flexibility, agility and 
innovation. We successfully integrate by understanding the FSA, its goals, business operations and users’ requirements combined 
with a knowledge of the Service Providers within the Service Ecosystem, we can ensure that we perform to the best of our ability 
in acting as the ‘right hand’ to FSA. This ‘business level’ understanding is exactly the kind of intelligence that we will overlay onto 
the Service Desk and the Service Ecosystem, directly and through ‘Supplier Days’ and other interactions. In turn this will enable 
an empathetic approach which will leave the FSA users feeling assured that Littlefish understand the positive business impact of 
the work we are doing (and not just the positive IT impact). 

 
We will ensure that, on a human level, the working relationships we build with FSA stakeholders, its Service Providers and all 
staff involved are mutually beneficial, and will actively seek to further the FSA strategic objectives and improve outcomes for the 
FSA user. 

 
Finally while “all supplier” meetings and workshops are welcome, we would also foster and maintain direct relationships with key 
suppliers. Suppliers looking to better integrate specific parts of service are best providing the FSA with a problem and answer 
together. People work with people, and having that personal touch puts supply-chain partners in a better place to understand 
each other’s risks and issues. We at Littlefish deliver a range of IT services in the FSA SIAM model so already understand how 
this fits together and therefore the requirements of that suppliers will be committed to with the FSA and the problems they may 
face. 

Q12 - Describe your collaborative approach to complex or major incident management in a disaggregated service delivery model 
– 15% 

 
Major Incidents are always an important part of a Service Desk function not least because they typically represent an active and 
direct user-impacting problem. Littlefish will adhere to FSA’s P1 and P2 Incident major incident processes as defined in the 
supporting ITT document “Service Level Agreements (SLA)”. 
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In the event of a P1 or P2 Incident, the Littlefish Major Incident Manager (MIM) will oversee the Major Incident Response and 
will engage with suppliers that are key to major incident resolution. The MIM will also be directly involved in war rooms, calls and 
communications as appropriate. 

 
Initially our involvement will be to help Incident classification and triage to identify any ongoing Littlefish input for the resolution 
of the Incident, either directly through requirements for change or indirectly through data analysis and investigation (actual 
impact and population size, for example). We will follow agreed escalation routes and work collaboratively with the FSA and 
other suppliers as required. 

 
To facilitate the process we create a RACI matrix of responsibilities for the services we deliver, tying in to the wider Service 
Ecosystem. This is supported by tailored Service Management ‘swim-lane’ process flow diagrams that ensure that all parties are 
clear on responsibilities and the triggers/actions that are required for each process. This information is managed and updated 
(typically coordinated by the Service Desk but with detailed information being provided by the relevant resolver group within the 
Service Ecosystem) as and when suppliers or services change, or organisational changes are made within the customer. This 
information is also supported by escalation matrices so that, as a downstream resolver to the Service Desk, they will be clear on 
where and how to escalate issues relating to the other service contracts. 

 
The Major Incident Manager would be expected to broker and foster some inter-supplier interaction, however it is also expected 
that suppliers including Littlefish treat the Incident as a collective and freely share thoughts and ideas putting FSA’s userbase at 
the heart of the joint effort to resolve. For Littlefish this extends beyond FSA’s knowledge base to a growing set of internal IT 
professionals dedicated to the success of all Littlefish customers. From Linux engineers to Enterprise Architects - the Littlefish 
SDM has a plethora of knowledge at their fingertips to help input in to Major Incident investigations, whether the cause be 
specific to the service or not. 

 
As part of understanding FSA’s current Major Incident Management process, appropriate methods and frequency of Major 
Incident updates (for example, half hourly SMS texts, or a defined stakeholder group or MI bridge call) would need to be agreed 
with the FSA as well as access requirements, distribution list, and escalation paths. This may alter depending on the impact or 
apparent cause of the Major Incident. 

 
Finally, assuming that the FSA would run a formal post incident review to undertaking a root cause analysis (“RCA”) to determine 
the underlying cause of the Incident, Littlefish would expect to be involved in this process. The expectation on us would be to 
provide a coherent chronology of events and ultimately guidance to support any activity required to address the underlying 
cause. This may also highlight softer activities that we would track in a Continuous Service Improvement register. 

B Testing - The supplier will be expected to participate in appropriate testing for any services that is within their 
responsibility. 
Q13 - Describe your approach to testing for new services related to Service Desk that you use and / or support – 5% 
Littlefish system testing is carried out according to pre-defined and agreed Operational Acceptance Criteria (OAC) and depends 
on the services that are in-scope together with the breadth of their availably and capacity requirements. This helps define test 
compliance. In the context of a Service Desk, our system testing would be aimed at ensuring core communication channels are 
functional to the end user for optimal availability (LF Live Chat Telephone, Email), along with remote device connectivity for 
support. We would also work with FSA to notify any service disruption on the ServiceNow portal to prevent users from 
unnecessarily registering a ticket. 

C ITIL Principles - ITIL principles must be followed. 
Q14 - Describe how you ensure your staff have an appropriate understanding of ITIL principles – 1% 
Littlefish employees are central to our ability to deliver excellent service to FSA. Therefore we invest heavily in them, selecting 
the right candidates with enterprise-level experience and paying above the average salary to attract and retain the best. 
Candidates with ITIL accreditation fall directly in to this category. 

 
This investment assures a minimum standard and understanding of ITIL for all operational staff at Littlefish. Where new 
technologies/services become apparent (or skills gaps arise) we supplement self-training with classroom-based instructor-led 
training. A recent example of this is the release of ITIL v4. We funded and ran a number of classroom based ITIL v4 training 
sessions to upskill personnel in the new framework. 

 
To ensure technical capability we actively encourage ongoing professional development. The Littlefish Academy is a training 
programme open to all that encourages professional technical certification, which for our Service Desk engineers is partly 
mandatory and includes ITIL-related training. Along with the career development opportunities (which we actively encourage 
with Littlefish itself) engineers can earn up to £4,500 on top of their base salary by achieving Gold level certification. 

 
To further facilitate learning we provide learning support to all operational personnel in the form of study guides, labs/practice 
exams, access to LinkedIn Learning (widely regarded as the best online technical training platform on the market), and paid 
exams. 
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Q15 - Describe how you will ensure your staff members adopt and understand FSA's policies and procedures – 14% 
 
As an organisation we pride ourselves in our talent identification, acquisition and onboarding processes to ensure we have the 
right people in the right positions across the business. This process covers a number of aspects including experience, 
professional accreditations (e.g. ITIL), and alignment to our organisational values (‘I am high performing, I am passionate, and I 
have a can do attitude’). However all staff must then prove that they understand customer-specific policies and procedures 
before they are given access and permission to support them. The documentation in this ITT as well as the service specification 
will form a key part of customer-specific training that our staff will attend before delivering this service to the FSA. Training is 
typically performed by the aligned Service Desk Team Leader or Service Delivery Management. 

 
For this service training covers:- 

Background to the FSA as a non-ministerial government department. 
Evergreen and the principles 
Our current history of supporting the FSA (this service and others), including user size and adopted technologies 
The importance of the knowledge base and knowledge sharing. We would employ our two layered approach to knowledge 

management as discussed in Service Requirements 
FSA-specific Incident, Change and Problem management procedures (including Major Incident Management) 
FSA-specific security practices and procedures 
SACM and Request Fulfilment processes 

 
While we aim to maintain consistent resource provision, skill and associated relevant accreditation our policy to develop and 
promote within does mean that from time to time staff will move on from their designated post. We mitigate impact on our 
customers by ensuring that incoming resource is mentored by the ‘lead engineer’, receives the necessary FSA-specific training as 
detailed above on current policies and procedures to ensure they safely hit the ground running, and have additional support as is 
necessary while they get fully up to speed. 

 
A typical introduction strategy is to provide access and responsibility in an interactive manner to decrease risk to service delivery 
while giving new staff a reasonable but safe experience of live service. This approach helps confirm that staff have truly 
understood FSA’s policies and procedures and if they have not why and what areas of training need to be repeated. 

D Resource - It is the suppliers responsibility to identify and supply key personnel across the service offering 
(including projects) to maintain service levels and availability of escalation points. 
Q16 - Explain how you plan to resource this service offering, detailing key personnel and escalation routes – 45% 

 
Littlefish recognises the need for consistency in its personnel in order to maintain service quality and performance. While our 
processes and, where appropriate, use of fractional resources to gain efficiencies, limit the impact of changes in personnel, we 
fully accept that identifying and maintaining the concept of key personnel is mutually advantageous. We are therefore open to 
the concept of commitments to identify and agree parameters to control how freely key personnel move between positions 
within Littlefish. 

 
Typical roles we would expect to identify as key personnel for FSA’s Service Desk would include: 

 
• Customer Services Director – The executive owner of the relationship representing the board of Directors at 

Littlefish. 
• Service Account Manager (SAM) – The commercial relationship owner and responsible for sustaining service 

quality and relationships with FSA’s senior management team. 
• Service Delivery Manager (SDM) – Embedded in to all service processes to meet FSA’s Service Desk 

requirements, They will learn and assist with process/service development, and ultimately ensure that Littlefish has 
the capability to ‘hit the ground running’ and keep running during live service. 

 
The following roles and resources, while not considered key personnel in terms of service delivery for FSA, will play a key role in 
delivering, overseeing, and providing support for the future strategic technical direction of FSA’s Service Desk: 

 
• Operations Director – Overseeing all aspects of the operational service, and assuming overall operational 

responsibility for the service from service commencement. 
• Service Management Lead – From our Service Management Office they are responsible for reviewing the end to 

end Endpoint Management service policies and procedures, particularly Service Asset and Configuration Management 
(SACM) to identify enhancements where necessary and work collaboratively with FSA to establish appropriate service 
governance structures and cross-supplier activities. 

• Service Architect - An experienced Service Architect who will understand the current FSA service architecture and 
emerging technologies with a view to being able to help refine and refresh this over the life of the contract in line with 
Evergreen principles. 

• Service Desk Team Leader – Provide line management support to the POD of Service Desk Engineers. Also, 
responsible for; ensuring delivery of agreed service levels and improve the quality of the service desks work. 
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The path for non-functional service or account-related escalations is outlined below, if more senior engagement than that 
provided by the day to day service management is warranted. If the escalation is serious enough, the Customer Services Director 
will become involved. The FSA path to escalate will be as follows: 

 
• Level 1 – Littlefish SDM 
• Level 2 – Littlefish SAM 
• Level 3 – Littlefish Head of Service Delivery 
• Level 4 – Littlefish Customer Services Director (board level escalation) 

E Compatibility - The supplier shall ensure that any services and applications for their areas of responsibility are 
consistent with FSA technology stack and can be used by FSA IT staff, resolver groups, other suppliers and end 
users where appropriate. 
Q17 - Describe how you will ensure the services you provide are consistent with FSA technology stack and Evergreen principles – 
5% 
Our tenure as FSA’s incumbent Service Desk provider puts us in a strong position to confirm that our services are compatible 
with FSA’s. We have helped shape, implement and support some large transformation projects for FSA over the years. Many 
have been sculpted from our experiences with other organisations on a similar IT trajectory as the FSA. 

 
By working with a range of customers and adopting an assortment of technical services in to live support, in our experience the 
most important elements of FSA’s service to understand and be compatible with are:- 
- Service Management maturity, specifically ITIL framework alignment. It is clear from the content of FSA’s supporting 

documentation and requirements that the big four ITIL processes (Incident, Request, Problem, Change) are at the heart of 
a mature but growing service delivery model. Simply put, and as mentioned throughout our responses, ITIL is our passion. 
We employ ITSM experts to continually work alongside our customers to evolve their capability. 

- Standard and non-standard software as detailed in the FSA’s Service Specification published applications list. This is a 
key indicator of technical debt and therefore supplier service ‘compatibility’. For the FSA there are many more standard 
Windows applications published than non-standard. 

- Enablement tooling – such as ServiceNow and Snow. Used by an overwhelming amount of our customers to support 
technically complicated and distributed IT environments. Littlefish have an in-house development and automation team 
able to help develop and maintain integrations from ServiceNow with other applications (such as FSA’s HR application 
iTrent). Our Service Management Office currently utilise ServiceNow and Snow to enable best-value licence consumption 
for a London Council with a significant and aging application estate. 

- Cloud Maturity. Littlefish are Microsoft Certified Gold Partners with a growing customer base who we are helping get 
tangible business value from their digital transformation programs by using Azure. In terms of Endpoint Management the 
continuation of and intent of Autopilot and move toward modern management (through Microsoft Endpoint Manager) is 
absolutely in line with our trajectory as an IT enabler. 

- Intelligent Automation - Automation is a current core feature of our Service Desk/ITSM capability. We operate a Blue 
Prism IT Process Automation platform which is readily able to leverage into the FSA environment. 

- Cyber Security posture. From FSA’s supporting Security Incident Procedure it is clear there is an understanding that users 
are the main threat to FSA’s data and IT services. Cyber Services have been one of Littlefish’s main area of focus and 
growth in 2020, with emphasis placed on delivering user-focused cyber training and vulnerability management. We are 
confident that these services would help compliment FSA’s current and future cyber imperatives. 

- Application Performance Monitoring (APM) - By implementing end user desktop monitoring agent (also referred to 
here as Application Performance Management, or APM) we can actively identify issues affecting the actual digital 
experience of the user by monitoring, identifying and troubleshooting remotely in a non-invasive manner. This has already 
been deployed in CAFCASS and the Information Commissioners Office as early adopters and has been proven to work 
successfully, though through continued assessment we are continuing to look to improve its operation. 

- Roadmap & future. Adopting and adapting to services as-is can often be the easy step. Where are the FSA heading? It is 
refreshing to be informed up-front of FSA’s Evergreen imperatives and IT roadmap with a clear set of guiding principles. 
Littlefish’s guiding principle is #PeopleMatter which fits squarely with FSA’s first principle that centres around ‘the needs of 
the user’. 

 
 
We recognise that there will always be a requirement for Littlefish to refine services and delivery methodologies to suit customer 
requirements – it is our hope they in turn accept us as a partner supplier and we change together. 

Section 4: Project Management – 1% 
A Project process 
Q18 - The supplier will provide flexibility in project process and deliver using either an agile or waterfall technique depending on 
the type of project. 

 
Please confirm you agree to this – Yes/No response – 50% 
Yes 

https://www.littlefish.co.uk/tag/peoplematter/


DocuSign Envelope ID: D9E03B1A-F202-4B52-87EF-9C5D1F2D7CD0 

89 
RM3804 Order Form v4 - August 2019 

 

 

 
 

B Project Services. 
Q19 - The Supplier will provide Project management services for delivery of transformation, ongoing development and 
implementations across suppliers. 

 
Please confirm you agree to this – Yes/No response – 50% 

 
 
Yes 

Section 5: Security – Personnel Security – 2 
A Personnel Security: 
Requirement 1 - All Supplier Personnel will be subject to a pre-employment check before they participate in the provision and or 
management of this Service. Such pre-employment checks must include the HMG Baseline Personnel Security Standard 
including verification of the individual's identity; verification of the individual's nationality and immigration status; and, 
verification of the individual's employment history; verification of the individual's criminal record. 

 
Requirement 2 - The Supplier will work with FSA to determine if any roles that require additional vetting and a specific national 
security vetting clearance. Roles which are likely to require additional vetting include system administrators whose role would 
provide those individuals with privileged access to IT systems. 

 
Q20 – The Supplier shall not permit Supplier Personnel who fail the security checks required by the first two requirements 
(above) to be involved in the management and/or provision of the Services except where the FSA has expressly agreed in writing 
to the involvement of the named individual in the management and/or provision of the Services. 
Please confirm you agree to this - Yes/No response – 40% 

 
 
Yes 

Q21 - The Supplier shall ensure that Supplier Personnel are only granted such access to FSA Data as is necessary to enable the 
Supplier Personnel to perform their role and to fulfil their responsibilities. 

 
Please confirm you agree to this - Yes/No response – 30% 

 
Yes 

Q22 – The Supplier will ensure that any Supplier Personnel who no longer require access to the FSA Data (e.g. they cease to be 
employed by the Supplier or any of its Sub-contractors), have their rights to access the FSA Data revoked within 1 Working Day. 

 
Please confirm you agree to this – Yes/No response – 30% 
Yes 

Section 6: Security – Identity, Authentication and Access Control – 6% 
A Identity, Authentication and Access Control: 
Q23 – The Supplier will provide reports/data on the records of access to the System/Service e.g. Service Now to the FSA on 
request. 

 
Please confirm you agree to this – Yes/No response – 30% 

 
Yes 

Q24 – The Supplier will comply with the FSA access policy for access to FSA Systems/Services. 
 
Please confirm you agree to this – Yes/No response – 50% 
Yes 
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Q25 - The Supplier will they comply with the FSA principle to use Multi- Factor Authentication. 
 
Please confirm you agree to this – Yes/No response – 20% 

 
Yes 

Section 7: Security - Event Logs, Reporting and Protective Monitoring – 8% 
A The Supplier will produce monthly reports which document the security incidents raised. The parameters of 
these reports are to be agreed with the security team but will include the details of the incident action taken and 
trends 
Q26 - How would you present the data and trend analysis in a format that can be readily shared with the FSA Board and 
business community for assurance (non-technical audience) – 50% 

 
Littlefish can provide the FSA with extensive reporting against Service Desk services using several outputs from ServiceNow base 
on tickets generated in any given month. Each month, a full report will be generated outlining the Incidents recorded during the 
previous month, including any trend, Problem and Major Incident reporting. Typically this level of data acts as appendices to 
contextualised reporting, delivered each month and improved over time with input from the FSA board and business community 
as the service continues to mature and evolve. 

 
Example extract from Feb-21 report below demonstrates the reporting of P1//P2 security alerts along with a view of historic 
malware events 

 
 
 
 

 
 
Q27 - In order to facilitate effective monitoring the Supplier will interface with other FSA Suppliers to contribute to regular 
reports setting out (as a minimum) changing access trends, any unusual patterns of usage and traffic, risky logins malicious or 
suspicious activity on the network. The reports will also cover action the Supplier took in raising a ticket for either an incident or 
problem or event and the outcome. 

 
Please confirm you agree to this – Yes/No response – 40% 

 
 
Yes 
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Q28 - The FSA receives a monthly threat surface report and the supplier will undertake to resolve any vulnerabilities and issues 
this identifies in the service for which they are responsible. 

 
Please confirm you agree to this – Yes/No response – 10% 

 
Yes 

Section 8: Security - Vulnerabilities and Patching – 6% 
A Vulnerabilities and Patching 
Q29 - The Supplier undertakes to keep Systems where FSA data resides on their own environment patched and up to date in line 
with NCSC best practice. 

 
Please confirm you agree to this – Yes/No response – 100% 

 
Yes 

Section 9: Security – Certification – 1% 
A The Supplier is certified to ISO/EC 27001:2013 by a UKAS approved certification body or included in the scope 
of an existing certification of compliance of ISO/IEC 27--1:2013. 
Q30 - Pease confirm - Yes/No response – 100% 

 
 
Yes 

Section 10: Security Testing: IT Health Check – 1% 
A The Supplier will co-operate with the FSA annual IT Health Check and project specific tests by a CHECK IT 
supplier and be responsible for implementing any actions assigned to them in the resulting remedial action plan. 
Q31 - Pease confirm you agree to this - Yes/No response – 100% 

 
Yes 

Section 11: Security – Assurance – 4% 
A Assurance 
Q32 - The Supplier will provide copies of their data protection security patching, protective monitoring, access and security 
policies to the FSA. 

 
Pease confirm you agree to this - Yes/No response – 20% 

 
Yes 

Q33 - The Supplier will work with the FSA to complete a Personal Data Processing Statement as part of the contract. 
 
Pease confirm you agree to this - Yes/No response – 30% 

 
Yes 

Q34 - The Supplier will work with the FSA to mitigate any risks assigned to them in the Privacy Impact Assessment if applicable. 
 
Pease confirm you agree to this - Yes/No response – 20% 

 
Yes 

Q35 - The Supplier will notify the FSA immediately if they identify a new risk to the components or architecture of the 
system/service that could impact the security of FSA data, a change in threat profile or proposed change of site. 
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Pease confirm you agree to this - Yes/No response – 30% 

 
Yes 

Section 12: Security – Compliance Audits – 4% 
A Compliance Audits 
Q36 - The Supplier will support compliance with security assurance audit activity carried out by FSA against these requirements 
see link https://www.gov.uk/government/publications/government-supplier-assurance-framework. 

 
Pease confirm you agree to this - Yes/No response – 100% 

 
Yes 

Section 13: Incident and Breach Management – reporting – 2% 
A The Support Partner shall ensure the service desk personnel understand the relevant FSA policies including 
Records Management and the Acceptable Use Policy to give advice to users based on FSA policy rather than 
generic guidance e.g. Microsoft. 
Q37 - Can you describe your understanding of why government departments need to manage information and comply with 
Acceptable Use policies and the risks of not doing either of these things properly – 25% 

 
In an ever-more connected world where information can be accessed more easily, from more devices, and from more locations, 
the need for a clear and effective information management policy cannot be underestimated. This is particularly so with the 
increasing prevalence of security threats, whether targeted or opportunistic, to people or organisations who can easily fall victim 
to cybersecurity events that can have significant and far-reaching consequences. The impact of such events can be varied, 
ranging from loss of privacy or confidentiality, to financial, reputational and those impacting national security. The consequences, 
even if no perceived ‘harm’ is done through a lapse in information management, can be significant in terms of regulatory costs 
levied through fines or sanctions. 

 
Littlefish provides services to a wide range of organisations for whom security and careful management if information is crucial. 
As well as the services we already provide to FSA today, our customers include the Information Commissioner’s Office, Houses of 
Parliament, Children and Family Court Advisory and Support Service, as well as commercial organisations in the heavily regulated 
finance and pharmaceutical industries such as PIB Insurance, Autolus, and GW Pharmaceuticals. We have earned the trust of 
these and other customers by demonstrating our understanding of, and our ability to comply with, their information security 
requirements. 

 
FSA’s Acceptable Use Policy is a critical tool in helping to ensure the security of the information held and managed by FSA. We 
understand that compliance, both by Littlefish as a service provider as well as by FSA employees (and other suppliers), is an 
essential component in helping to ensure FSA meets its obligations. In the event of a security breach or lapse in the required 
information management standards, FSA will be required to demonstrate that all appropriate steps have been taken and policies 
(including the Acceptable Use Policy) adhered to. If seen to have not done either of these things, the FSA would be vulnerable to 
the consequences outlined above. 

Q38 - For an incident that is categorised as a security incident to follow the security incident management policy in parallel to the 
IT incident management policy. This means not transferring an incident into problem management without sign off from the 
security team that the risk to FSA data/services has been sufficiently mitigated. The FSA will work with 
the supplier to waive SLA’s in some circumstances in order to continue investigating a p1/p2 security incident. 

 
Pease confirm you agree to this - Yes/No response – 25% 

 
Yes 

Q39 - The service desk will be the first port of call for users reporting a data breach or a security incident (cyber, technical, 
physical or personnel) so the Support Partner shall ensure the service desk staff have the capability to identify and assess 
an incident and know what steps to take – training material will be provided as part of the onboarding process. 

 
Pease confirm you agree to this - Yes/No response – 50% 

 
Yes 

https://www.gov.uk/government/publications/government-supplier-assurance-framework


DocuSign Envelope ID: D9E03B1A-F202-4B52-87EF-9C5D1F2D7CD0 

93 
RM3804 Order Form v4 - August 2019 

 

 

 

  Little Fish (UK) LTD Commercial Response  
 

TENDER FS430637 - SERVICEDESK 
  

Section 1: On-boarding Cost – 10% 
A To demonstrate that the supplier has a full understanding of any potential onboarding costs. 
Q1 – Please provide a breakdown of onboarding costs that your organisation anticipates – 100% 
Please complete the On-boarding Commercial Template. 

 
Despite some increase in the stated requirement to the service that is currently being delivered we have elected not to charge 
any on-boarding fees. This is based on the strong working relationship we have with the FSA and our desire to flexibly adapt 
the existing service to the FSA’s evolving requirements. Therefore, for clarity, our onboarding costs (and thus our onboarding 
charge to FSA) is zero. 

Section 2: Flexible Charging 70% 
A It is a core goal of FSA to continuously optimise all services and therefore the supplier must be able to quickly 
react to changes. 
Q2 - Please provide your suggested cost model for the service outlined in the document FSA430637_001 Service Desk 
Specification V2 - Section 5. Include a breakdown of your workings and demonstrate how the costs may be flexibly changed in 
line with changes to the service. The response should determine how the supplier will instigate savings and efficiencies for the 
duration of the contract. 

 
Based on the information provided by FSA as part of this tender we have provided a sliding scale monthly/annual charge for 
our service in the table below. 

 
Contract Year Y1 Y2 Y3 Y4 Y5 
Fixed Monthly £27,530.39 £27,356.63 £27,196.87 £27,050.98 £26,918.85 
Charge 
Fixed Annual £330.364.73 £328,279.51 £326,362.39 £324,611.79 £323,026.22 
Charge 

 
By way of demonstrating savings and efficiencies it can be seen that there is a ~0.5% charging decrease year on year, which is 
despite the fact that Littlefish will experience inflationary cost increases year on year of 2-3%. The base (year 1) charge is also 
lower than the prevailing charge for the Service Desk service, despite an increase in requirement. Littlefish will achieve these 
cost savings through our proven ability to enhance our service capability over the contract term (through a combination of 
factors but particularly focusing on shift-left and enhanced service personnel awareness and knowledge of FSA IT and business 
practices thus leading to more streamlined and rapid resolution/fulfilment). 

 
When considering a currently supported user base of ~ circa 1600 individuals (1300 members of staff & 300 contractors and 
other supplier) FSA personnel the pricing above equates to £17.21 per user per month in year 1, falling to £16.82 per user per 
month in year 5. 

 
To enable flexible price changes the above price per user calculation* could be used to flex the service charge up or down over 
the term of the contract based on actual user demand (no. of supported users). This would provide the FSA with a clear and 
predictable per user support charge to use for budgeting and payment purposes. 

 
Flex in demand would be accommodated from a pricing perspective, more closely aligning price to actual demand (with a 1 
month delay in effecting negative pricing adjustments to accommodate for the concomitant flex in service delivery costs). 
Pricing could then conceivably be reduced by up to 50% of the currently stated fixed monthly cost. Given the extensive and 
24/7 nature of the service our baseline ‘ready to serve’ charge would be 50% of the currently proposed fixed monthly cost, as 
this level of pricing would need to apply irrespective of demand to accommodate for time coverage, skills availability, and 
process adherence. 

 
*Our pricing is based on run rate Service Desk throughput (as provided with the ITT) which equates to a prevailing 0.94 tickets 
per user per month (based on 1600 users). If this ratio (measured over a rolling bi-annual basis to discount abnormal peaks or 
troughs) were to drop below 0.8, or raise above 1.1, then we would suggest that both parties revisit the commercials to agree 
a reasonable price adjustment (a decrease if the ratio drops below 0.8, or an increase if the ratio raises above 1.1). 

Section 3: Change Management – 10% 
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A In some cases FSA may want to perform a change to the contract to reflect changes in technology innovation. 
This is part of FSA's core principle of Evergreen. 
Q3 - Can you explain how your organisation will drive innovation using change and if there are any commercial thresholds to 
such a change. Include how instigating a change to contract will affect charges over the duration of the contract – 100% 

 
Littlefish welcome, support and lead innovation on modern technology and as a result are open to what this means to the 
material effort required on our part to deliver and sustain a quality service from a contractual perspective. 

 
If innovation through project delivery results in a notable change to the size and shape of the service, this will be reflected in 
our charges to within a timeframe reasonable to agree a contract variation and affect the changes (potentially through project 
delivery activity). 

 
Change is positive, it reduces technical debt and provides opportunity and efficiencies that both customer and supplier can 
exploit to provide best value both commercially and to end users. Littlefish will engage and lead regular service strategy 
workshops chaired by a Service Architect who can marry Evergreen imperatives across Digital, Data and Security with 
technology that is key to the current and future success of the FSA (with a particular focus on how FSA’s investment in 
ServiceNow can be fully leveraged in a cost-effective capacity to extract maximum value in underpinning the service). Our 
experience and thought leadership brings an intelligent and levelled view from other organisations of a comparable size and 
maturity to the FSA, covering topics such as: 
- What service/process approaches (particularly regarding ITIL and the enhancement in v4) are becoming standard and 

what organisations are utilising them and why/how? 
- What tangible benefits can be achieved by the FSA and where are the potential pitfalls in deployment or operational 

delivery? 
- How might new technology support repeatable and efficient processes? 

 
Current additional examples (further to ITSM tooling) include service automation (especially through the use of RPA 
technologies) and Virtual Agent capabilities. We are in the final stages of selecting a POC partner for Virtual Agent capabilities 
with the two market leaders in this space (according to Gartner), Nuance and IPSoft. Once we have concluded POC – and 
assuming a successful outcome – it is our intention to deploy this capability across our Service Desk customer base (which we 
hope will still include the FSA) to enable the benefits of more rapid, and error free, resolution/fulfilment to be delivered to 
customer users at any time of the day or night. 

 
We have set out likely thresholds to change in our response to Q4 (below) considering the differentiation between BAU activity 
and project work. 

 
Contract variations will be assessed on a case-by-case basis with the aligned Littlefish Service Account Manager taking a lead 
role to understand, agree and implement, whether the change is service-driven or technology-driven (or both). This includes 
contract wording and commercial modifications or arrangements. A service-driven contract variation typically requires one full 
calendar month to complete and is enacted in the first day of the following calendar month. This timeframe assumes there are 
no material changes to areas of service that require the introduction of new staffing roles that are not readily available within 
Littlefish. 

 
Technology/service driven change will likely take the form of a solutions request (if FSA choose to pursue the scoping of a new 
technology/service solution with Littlefish). We would commit to having solutions/service architecture resource assigned to the 
request within 10 working days to commence requirements capture and solution scoping in earnest. 

Section 4: Project Activity – 5% 
B FSA are keen to understand the suppliers definition of a Business As Usual verses project activity. 
Q4 - Can you supply your definition and any threshold between Business As Usual and project activity – 100% 

 
The difference between project activity and what is business as usual generally falls in to three categories: 

 
1) Work performed outside of contracted (BAU) service scope that is separately funded and tracked on a fixed price or T&M 
basis. The work often requires project management governance, has a value-based business outcome and/or requires resource 
effort outside of agreed core hours or BAU resourcing provisions that is not typically or readily available. We would anticipate 
incremental ServiceNow development or administration work to fall into this category, albeit we would expect light (if any) 
formal project management oversight on these activities, instead likely being overseen by service management personnel. 

 
2) There is a requirement for a step change in volume, speed or timing of contracted (BAU) service. For example a significant 
number of manual software installations are needed to be prioritised above other contracted activity, or a large number of 
manual PST file exports in a short space of time. In order for this type of work to be successful someone often assumes a 
Project Management or ‘lead’ role and specific process needs be coordinated and reported on success aside from BAU tasks, 
which is a good indicator that it is a project and not business as usual. 
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A pragmatic conversation is welcome in order to avoid ‘small project cost'. Such as a relaxing of in-month SLA achievement if 
discreet priority work requires resource otherwise used to sustain service quality. Or there is a management agreement to 
delay or curtail aspects of contracted service in order to achieve a quick project outcome. These typically take the form of 
temporary and informal service changes, incurring no additional cost to the customer. 

 
3) The final category that is NOT BAU can be classed as increase in volume to the service desk by the addition of newly 
supported systems. For example a service is going live that requires dedicated Service Integration with some associated 
logistical consideration over a short period of time (and will reduce available resource to maintain SLAs). 

 
Littlefish can support the onboarding of new customer initiated services by allocating a Service Introduction Manager to support 
the introduction of these into the wider Services. This activity will be separately chargeable based on the effort required and 
include meeting attendance, reviews and comments to service design documentation and the creation of work instructions and 
knowledge and other activities as necessary. 

 
Charging will be on a T&M basis at the Enable day rate and based on the following scale: 

• Tier One (Small) – 1 day - The addition of a small service or application which requires triage and assignment 
services to be delivered by the Service Desk. Littlefish will support the introduction of the service by allocating a 
Service Introduction Manager to attend meetings, review and comment on Service Design documentation, update 
work instructions and undertake knowledge transfer into the Service Desk. 

• Tier Two (Medium) – 2-3 Days - The addition of a medium service or application which requires triage, assignment 
and resolution services to be delivered by the Service Desk. Littlefish will support the introduction of the service by 
allocating a Service Introduction Manager to attend meetings, review and comment on Service Design 
documentation, update work instructions and undertake knowledge transfer into the Service Desk. 

• Tier Three (Large) – 4-6 Days - The addition of a large service or application which requires triage, assignment 
and resolution services to be delivered by the Service Desk. Littlefish will support the introduction of the service by 
allocating a Service Introduction Manager to attend meetings, review and comment on Service Design 
documentation, update work instructions and undertake knowledge transfer into the Service. 

 
A typical example of a Tier One Service Introduction would be the introduction of a new application where the Service Desk is 
required to triage, correctly classify and reassign to a Customer resolver team. The effort would include process capture and a 
briefing to the Service Desk. 
A typical example of a Tier Two Service Introduction would be the introduction of a new application where the Service Desk is 
required to triage, correctly classify, attempt a first contact resolution and reassign to a Customer or 3rd Party resolver team as 
necessary. The effort would include knowledge transfer activities, creation of specific work instructions, training for the Service 
Desk and addition of categories within the ITSM platform. 
A typical example of a Tier Three Service Introduction would be the introduction of a new application where the Service Desk is 
required to triage, correctly classify, and undertake resolution activities before reassignment to a Customer or 3rd Party resolver 
team (including the registration of incidents on 3rd Party ITSM applications) as necessary. The effort would include knowledge 
transfer activities, creation of specific work instructions, training for the Service Desk and addition of categories within the ITSM 
platform. 

 
In all Project and Change examples partner openness and visibility are key to plan for and determine the correct path and in 
turn what the thresholds are between BAU or not BAU. 

Section 5: Early Termination 5% 
A FSA are keen to understand the suppliers position on early termination costs. 
Q5 - Can you supply details of what early termination costs you would expect FSA to pay if the contract was terminated for 
convenience? Include the level of any caps on any amounts payable to the supplier – 100% 
Early termination costs can vary dependent on what services are being delivered at a point in time, or indeed the supplier’s 
ready ability to ‘switch off’ related costs (commitments to software licensing being an example, which may vary with demand 
over time). Ultimately we believe that the FSA has sufficient provision within the Call Off Agreement (90 days notice for 
termination without cause) to effect a termination without incurring unnecessary cost. If such a situation were to arise Littlefish 
would rely on the wider provisions of the Call Off and Framework agreements to recover any stranded or appropriate 
termination costs that were reasonably recoverable (which in turn would not be expected to be material). 

Section 6: Rate Card - 0% (this is not part of the scored evaluation but for the 
FSA’s reference 



DocuSign Envelope ID: D9E03B1A-F202-4B52-87EF-9C5D1F2D7CD0 

96 
RM3804 Order Form v4 - August 2019 

 

 

 
A Rate Card 
Q6 – Please provide your project rate card, to help the FSA understand potential project costs over contract lifetime – 0% 
Please find our project rate card below: 

 

Littlefish - Professional Services Rate Card 
Standard Consultancy Rate Card 

Resource Type Day Rate 
Follow £400.00 
Assist £520.00 
Apply £640.00 
Enable £780.00 
Ensure/Advise £890.00 
Initiate/Influence £995.00 
Set Strategy/Inspire £1,100.00 

 
Littlefish Resource Definitions 
Follow – Entry level IT capability (supervised activities) 
Assist – Desktop and Deskside delivery capability 
Apply – Server, Network and Cloud Implementation capability 
Enable – Server, Network and Cloud Configuration capability 
Ensure/Advise – Server, Network and Cloud Design capability and Lead Project Engineer; Project Management Capability 
Initiate/Influence – Solution Architect 
Set Strategy / Inspire – Enterprise Architect or CTO capability 

 
Standards for Consultancy and Cyber Security Day Rates 
Consultant’s Working Day – 8 hours exclusive of travel and lunch 
Working Week – Monday to Friday excluding public holidays 
Office Hours – 09:00 to 17:30 Monday to Friday 
Out of Hours, Weekend & Public Holiday Rates – Out of Hours and Saturday at x1.5; Sundays and Public Holidays at x2.0 
Travel, Accommodation and Subsistence – Travel, Accommodation and Subsistence will be charged at cost with 
subsistence capped at £30 per day inside M25 and £20 per day for all other UK locations 
Mileage – Charged at 35p per mile 
Professional Indemnity Insurance – included in day rate 
Remote Discount – 10% discount on published prices available where the working day can be delivered remotely 

 
A Full Day is considered to be 09:00 to 17:30 (with 30 minute lunch). A Half Day equates to up to 4 hours of activity. Project 
activity delivered outside of 09:00 to 17:30 Monday to Friday will be charged at the variable Out of Hours, Weekend and Public 
Holiday Rates defined above. 
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POST TENDER CLARIFICATIONS 
 

PROJECT REFERENCE : FS430633 
PROJECT TITLE : Service Desk 

 
Date : 16 July 2021 

 
Between: The Food Standards Agency (the Authority) and Little Fish (UK) Ltd (the 
Contractor) 

 
1. The Tender is revised as follows: 

Clarification/Revision 1: 

 Requirement Query Action required Littlefish Answer  
Operational Section 6 A: Provide 
the problem management 
function, taking full responsibility 
for the identification, 
categorisation, prioritisation, 
diagnosis, resolution and 
evaluation / closure of problems. 

Answers to operational q’s 27 
– 31 describe process and 
experience of problem 
management but the resource 
(Service Q16) doesn’t include a 
problem manager. 

Confirm that problem 
management resource 
as described in answers 
27 - 31 is included and 
will take full ownership 
of the process 

 
ITIL v4 Problem Management resource 
will be appropriately aligned to the FSA 
account and take full ownership of the 
Problem Process 

Operational Section 1 C: Provide 
communications to keep end users 
informed of issues that may affect 
them, or that may reduce the 
number of enquiries made by users 

Littlefish response to Q3: “We 
recommend that FSA retains 
ownership of issuing 
communications to users, 
while working together with 
the Littlefish Service Desk, 
Change Management and 
Major Incident Management 
functions to ensure accuracy 
and consistency of messaging” 

Confirm that Littlefish 
will take responsibility 
for issuing 
communications to users 
as required, subject to 
appropriate mechanisms 
being in place 

 
Confirmed. Where appropriate LF’s MIM 
resource will sense check communication 
content with the FSA, but would create 
and issue the communication. 
 
LF are conscious that all Service 
communication is being sent on FSA’s 
behalf 

Operational Section 2: Incident 
Management Provide the incident 
management function, taking full 
responsibility for end-to-end 
incident management, including 
logging / categorization, 
monitoring, escalation, evaluation 
and resolution of incidents within 
agreed timescales. 

Answer to Q7 focuses on 
Incident Management, details 
of Major Incident 
Management process and 
required activities not 
described. 
Answers to Q9, 12 & 13. 
Insufficient detail, lack of 
ownership and intervention 
from an incident manager 
described 

Provide Littlefish MI 
process and confirm LF 
will take full ownership 
of process, details of 
required activities can be 
agreed at onboarding 

 
An ITIL v4 Major Incident Management 
resource will be appropriately aligned to 
the FSA account and take ownership of 
the MIM Process. 
 
See email attachment “LF-SMO-Major 
Incident Management Swimlane Process 
v1.1.pdf” 

Operational Section 2 Incident 
management A To G 

Incident Manager referenced 
in some answers, e.g. Q8: 
“design a component in 
ServiceNow which will 
randomly pick tickets within 
the tool to be reviewed by the 
Incident Manager”; Q12: 
“These notifications trigger the 
Incident Manager to review 
the incident and either ensure 

Confirm that an incident 
manager will be part of 
the allocated resource 
and available in core 
hours to receive 
escalations, monitor 
ticket quality, manage 
SLAs and carry out trend 
analysis 

ITIL v4 Incident Management resource 
will be appropriately aligned to the FSA 
account during core hours. 
 
Typically Trend Analysis is the 
responsibility of Problem Management 
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  the engineer/owner has 
everything” but the resource 
(Service Q16) doesn’t include 
the incident management 
provision. 

   

Operational Section 3 A: A 
Provide the Major Incident 
Management function, including a 
nominated individual for each 
major incident accountable 
for managing 
the incident, orchestrating bridge 
calls and ensuring the required 
resources are engaged and 
relevant stakeholders are informed 
of progress. 

Answers to operational q’s 14 
– 16 describe process and 
experience for major incident 
management but the resource 
(Service Q16) doesn’t include 
the major incident 
management provision. 

Confirm that major 
incident management 
resource as described in 
answers 14 - 16 is 
included, both in and 
outside of core hours 

 
Confirmed 

Operational Section 4: Request 
management 

Answers to Q18 & 19 are 
missing significant detail 
around how LF will monitor 
ticket quality, provide updates 
to the requestor and manage 
3rd party supplier requests 

Confirm resource 
allocated to fulfil these 
requirements, available 
during core hours to 
action escalations and 
drive fulfilment. 
Detail of required 
activities can be agreed 
at onboarding 

 
ITIL v4 Request Management resource 
will be appropriately aligned to the FSA 
account during core hours. 

Operational Section 5 Knowledge 
base management A to E (all 
requirements) 

“The Littlefish Knowledge 
Management function will 
work cross-functionally not 
only with the Service Desk, but 
also other resolver groups 
across the Service 
Ecosystem”. The resource 
(Service Q16) doesn’t include 
this provision 

Confirm that LF will own 
the knowledge 
management function, 
owning the process for 
management of the KB, 
monitoring and 
maintaining accuracy 
and driving reviews 
across the ecosystem 

 
Confirmed 

Service Section D: Resource - It is 
the suppliers responsibility to 
identify and supply key personnel 
across the service offering 
(including projects) to maintain 
service levels and availability of 
escalation points. 

Service desk personnel not 
included in response, but is 
part of current provision and 
referenced in Operational Q1: 
“Continuing today’s model, we 
propose to retain a dedicated 
Service Desk Pod for FSA that 
provides the benefit of known 
agents that are not only 
familiar with FSA’s users but 
also the technical and business 
environments” 

Confirm service desk 
resource 

 
At the current time approximately 4 full 
time ServiceDesk associates are 
aligned to FSA’s dedicated POD. 
 
There is also overflow provision which 
will vary on demand (intra-day). 
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2. The Technical and Commercial Submission shall remain effective and unaltered except 
as amended by this Agreement these documents shall be used to form the contract. 

 
3. Unless and until directed otherwise, nothing in this document, shall be construed as 

giving a guarantee of any remunerative work whatsoever unless or until such work is 
requested and confirmed by means of a duly authorised Purchase Order. 

 
4. Until a Purchase Order is received from the Agency, you should not assume that the 

sum requested will be granted, that the project will not require modification, or that the 
project will commence on the starting date requested. 

 
Signed: 

 Commercial Section 2: Flexible 
Charging Q2 - Please provide your 
suggested cost model for the 
service outlined in the document 
FSA430637_001 Service Desk 
Specification V2 - Section 5. 
Include a breakdown of your 
workings and demonstrate how the 
costs may be flexibly changed in 
line with changes to the service. 
The response should determine 
how the supplier will instigate 
savings and efficiencies for the 
duration of the contract. 

The response provides a cost 
based on ‘per ticket’ but also 
quotes a ‘per user’ cost. It’s 
not clear how this will work in 
practice. 

Clarify details of how the 
fixed costs and flexible 
charging (per user) will 
be achieved. Do the 
fixed costs show what 
FSA would expect to pay 
monthly and then the 
flexible costs would be 
reviewed at agreed 
milestones? 

The service is priced per user based on 
the volumes provided in the ITT. 
 
The fixed costs show what FSA would 
expect to pay monthly and the flexible 
costs are to provide both parties a fair 
use policy to trigger a flex up or down. 
 
Part of monthly reporting is to collate 
volumes and that data feeds the bi- 
annual review. I.e. should a flex up or flex 
down be considered based on the data 
in-hand and the ratios (0.8 and 1.1) 
being breached or not. 
 
Both parties agree that the calculation 
for an increase or decrease in charging 
will be discussed at 6 month 
milestones (based on a review of user 
numbers and ticket volumes over the 
past 6 months). The commitment to 
an annual reduction in charges will be 
agreed at the annual contract review. 

 

Commercial Section 4: Project 
Activity - Q4 - Can you supply your 
definition and any threshold 
between Business As Usual and 
project activity 

Project Activity is called out in 
three Tiers. Tier 1 indicates 
that a Service Introduction 
Manager resource would be 
required. In the current 
contract this type of activity is 
covered by the SDM. 

Confirm why additional 
resource is required 
(outside of BAU) for a 
tier 1 activity. 

 
On reflection and in the spirit of 
partnership, LF accepts that any small or 
minor Service Introduction performed by 
Service Desk staff should be treated as 
BAU and not Project. 

 
Response (if required): 
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For the Authority For the Contractor 
 
Signature: 

 

 

 
Signature: 

 

Name: Freddie Hudson-Evans Name: Thomas Farmer 

Title: Procurement Lead Title: Service Account Manager 

Date: 17 August 2021 Date: 22 July 2021 
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ANNEX B – Work Package Template 
 

FS430637 
Request for Quotation 

Work Package Number: 
Work Package Title: 
Available Budget: £ 
Supplier Name: Little Fish (UK) LTD 
Specification of requirements – (to be completed by FSA) 

 

Supplier response – please provide a detailed methodology of how you will deliver the requirements 
 

Delivery timescales – Please provide a detailed plan of when you will deliver the specified outcomes 
 

Please detail any assumptions you have made 
 

Please detail any identified risks and your proposed mitigation measures 
 

Costings – Please provide a detailed breakdown of all costs to deliver the specified requirements 
 

GDPR - Processing, Personal Data and Data Subjects (where not covered by 
overarching contract) 

 

Description Details 

Identity of 
Controller for each 
Category of 
Personal Data 

The Buyer is Controller and the Supplier is Processor 
The Parties acknowledge that in accordance with the 
overarching contract, (Where the Party is a Controller and the 
other Party is Processor) and for the purposes of the Data 
Protection Legislation, the Buyer is the Controller and the 
Supplier is the Processor of the following Personal Data: 
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 ● [Insert the scope of Personal Data for which the 

purposes and means of the Processing by the Supplier 
is determined by the Buyer 

 

Duration of the 
Processing 

[Clearly set out the duration of the Processing including 
dates] 

Nature and 
purposes of the 
Processing 

[Please be as specific as possible, but make sure that you 
cover all intended purposes. 
The nature of the Processing means any operation such as 
collection, recording, organisation, structuring, storage, 
adaptation or alteration, retrieval, consultation, use, 
disclosure by transmission, dissemination or otherwise 
making available, alignment or combination, restriction, 
erasure or destruction of data (whether or not by automated 
means) etc. 
The purpose might include: employment processing, statutory 
obligation, recruitment assessment etc] 

Type of Personal 
Data 

[Examples here include: name, address, date of birth, NI 
number, telephone number, pay, images, biometric data etc] 

Categories of Data 
Subject 

[Examples include: Staff (including volunteers, agents, and 
temporary workers), customers/ clients, suppliers, patients, 
students / pupils, members of the public, users of a particular 
website etc] 

Plan for return and 
destruction of the 
data once the 
Processing is 
complete 
UNLESS 
requirement under 
Union or Member 
State law to 
preserve that type 
of data 

[Describe how long the data will be retained for, how it be 
returned or destroyed] 

Completed by: 

Date: 
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Date quotation accepted by FSA: 

Work Package start date: 

 
This quotation for the above mentioned Work Package has been agreed between the 
Food Standards Agency and the Supplier under the terms and conditions of the contract 
FS430637 – ServiceDesk 

 

Signed on behalf of the FSA 
 

Name: 
 

Signature: ------------------------------------------------- 
 

Position: 
 

Date: 
 

Signed on behalf of the Supplier 
 

Name: 
 

Signature: ------------------------------------------------- 
 

Position: 
 

Date: 
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