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Forest Research Information Technology
Infrastructure Support & Maintenance Service: Procurement Specification
Sandy Kerr, Head of IT
Forest Research is the Research Agency of the Forestry Commission and is the leading UK organisation engaged in forestry and tree related research.  

The Agency aims to support and enhance forestry and its role in sustainable development by providing innovative, high quality scientific research, technical support, and consultancy services.
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Summary 

To optimise use of internal resources, FR IT has identified a need to outsource the support and maintenance of its hybrid-cloud Microsoft-based core infrastructure. All our core infrastructure services run from MS Windows Servers or are Azure based, and we utilise various Microsoft System Centre components to manage and support these. 

As part of the maintenance, we require ‘Business as Usual’ (BAU) infrastructure tasks to be carried out on a regular, scheduled basis. In addition, as a team of ‘generalists’ it is necessary for us to have both quick and ready access to specialist knowledge, to provide expert support and advice for existing and new infrastructure products and services we may choose to implement.

Base Service Description

The successful bidder will provide support and maintenance services to cover all our core infrastructure servers in the FR estate and the services running on them (with notable exceptions which are called out below), whether running on-premises in our Hyper-V environment or in our Azure Cloud environment. This includes ‘physical’ servers located in our data centre. FR will maintain contracts with hardware provider(s) that we expect the successful bidder to utilise on our behalf.

In addition, the proposed service can include the following (but not from day one):

· Support and maintenance of our storage solution(s)/appliances (on expiry of existing contract)

· Support and maintenance of our M365 environment (on expiry of existing contract)

Commercials should be provided for these services. Should FR opt for these services to be adopted by the successful bidder, we expect them to work with FR and our incumbents until the service(s) are handed-over to resolve any overarching/cross-cutting issues. Costs should be provided for these services for when they are eventually adopted. These will be assessed as part of the procurement. Should FR choose not to adopt these services with the successful bidder, we expect the successful bidder to work with our incumbent suppliers to resolve any overarching/cross-cutting issues throughout the life of the contract.

Issues will either be identified pro-actively by the successful bidder, or via a support ticket raised by FR. Prioritisation and expected response times are documented below. FR also expects real time monitoring of its infrastructure (servers and key services), a dashboard view of which should be available to FR staff 24/7. Ideally, this will utilise FR’s instance of Systems Centre Operations Manager (the successful bidder would be required to configure this); however, we are willing to consider alternatives subject to cost.

We expect the successful bidder to be an active participant in our change control process so that (a) they are aware of any forthcoming changes to our infrastructure and potentially our agreement with them, (b) are given an opportunity to comment and (c) to offer advice and support should it be required (for example, we may have a need for specialist support/consultancy services).

The successful bidder will conduct an audit of our infrastructure and produce a documented baseline prior to contract signatory, to ensure that costs and the scope of the service are fully understood by both parties. If not agreeable, FR reserves the right to withdraw from the procurement at this stage.

While it is our intent to appoint a supplier, FR has no obligation to procure from this exercise.

Service Exceptions

· FR’s Oracle estate. This is supported by a specialist 3rd party provider. Their access to the relevant servers must be maintained.

· The FR website. This is supported by a specialist 3rd party provider. Their access to the relevant areas of our infrastructure must be maintained.

· Any other services which are currently delivered by 3rd parties as ‘managed services. Unlike those listed above, these are largely abstracted from the core infrastructure; however, there may be some crossover for configuration, authentication etc. We expect the successful bidder to work with FR’s incumbent suppliers to resolve any overarching/cross-cutting issues. 

· Networking

· Delivered as ‘managed services’ under existing agreements. While there is clear crossover between infrastructure and network, we expect the successful bidder to work with us and any incumbent suppliers in a positive manner to resolve any overarching/cross-cutting issues.

· FR’s Local Area Network (including wireless).

· FR’s Wide Area Network.

· FR’s Software Firewall (Cisco ASA).

· Virtual desktops, including those in our sandboxed solution. While we expect the successful bidder to support and maintain the underlying (Hyper-V based) Virtual Desktop Infrastructure, the user accessible devices will remain FR’s purview. The administration of these devices is considered FR BAU.

Additional Services

Consultancy / specialist services

The successful bidder should provide a rate card for professional services to support infrastructure related projects that fall outside the scope of the base agreement. FR may ask the successful bidder to implement something for us, to support us in implementing something or provide specialist advice outside the scope of our original agreement. This is an optional service that FR may ‘call off’ at any time during the life of the contract. FR retains the right to implement infrastructure projects independently of the supplier (albeit they will be notified). 

Infrastructure ‘Business as Usual’ Tasks

As part of the agreement, we expect the successful bidder to undertake several regular infrastructure tasks and to remedy any issues identified. A list of these is available on request for interested parties.

Patching

The supplier will be responsible for ensuring that all patches (including patches to specialist products or services administered through our MECM infrastructure) are applied to our server estate in a timely fashion. This includes the near-immediate application of zero-day patches released outside of the normal Microsoft schedule (within 24 business hours). The supplier will be completely responsible for the ongoing management and maintenance of this aspect of our MECM solution. 

Where a problem arises because of a patch, the supplier will be responsible for rolling-back said patches, investigating why they failed to apply, and ensuring that the server and services running on it are returned to an operational state, managing downtime via FR IT if required. Patching must be carried out in co-ordination with FR IT staff and any ad-hoc patching will require to go through our change control process.

Backups & Disaster Recovery

The supplier will be responsible for ensuring that all backups of core infrastructure servers (and the services they host) are running successfully, and to rectify any issues that occur. This includes backups managed by Azure Site Recovery. They will also be responsible for restoring server backups (and the services they host) to normal operation if necessary. Restoration will require FR IT approval.

Our org-wide DR process, in the unlikely event that it is instigated, will be FR’s responsibility; however, we expect the successful bidder to maintain all elements of it under this agreement so they can be instigated at short notice by FR if necessary.

Additional Security Monitoring & Response (Optional Addition)

Please note, while Security Monitoring & Response is included as part of the procurement, it should be priced separately from the core service outlined in the rest of this document. It will be at FR’s discretion if they wish to proceed with this element of the proposal. Regardless or not if we take the Additional Security Monitoring & Response service, we expect the successful bidder to place the utmost importance on security while exercising their obligations under this contract, this includes maintaining least privileged access, a full audit trail of connections and sessions into our infrastructure and the immediate withdrawal of access to our infrastructure as staff leave their organisation.

Additional Services:

· Access monitoring for key infrastructure and services (who is accessing what, when and from where)

· Monitoring of AV logs 
· SIEM (for identifying long term breaches and forensics)

· This should be something which is transferable to FR, should we exit the contract at any point.

· Incident response and remediation (with approval required by FR IT)

· The ability to seek advice and guidance on information security related matters (call-off/professional services).

FR IT will interact and communicate with internal users when notified of an incident by the successful bidder.

As is the case with the wider agreement, should we opt to take additional security services, FR will reserve the right to make changes to our technical or procedural security, subject to change control. In the event of a security incident being detected, the successful bidder should contact FR IT for discussion and approval before initiating a response. FR will not be forced to accept any particular security approach, rather we want these services to complement and enhance what we have in place already.

Conditions

FR reserves to right to always access its own infrastructure to make changes and deliver our BAU services. We will not be prevented from managing and making changes to our infrastructure by this agreement. If we wish to make changes to our infrastructure or access it to deliver BAU, we should be able to do so without financial penalty. We will not notify the successful bidder when we are conducting BAU activities; however, changes that will affect supported services will be managed using our internal Change Management process (the successful bidder will be invited to relevant meetings). 

· If on notification of a change the successful bidder indicates it will be chargeable, we reserve the right to exclude the affected services from support if we do not agree with the costs proposed, rather than not make the change (which may be business critical). Examples include upgrading the version of our VPN software or adding a DNS record. If our relationship is positive, we expect this to be a rare occurrence (should it occur at all).

· On notification of a new service, assuming this is hosted on a new virtual server, we are under no obligation to include this in the agreement. A ‘base cost’ should be provided to add a ‘basic’ virtual server into the agreement (ad-hoc during the contract), with costs for any specialist services it may host to be agreed via discussion. This would allow us to include the base server into the service but exclude the specialist service it hosts (which we would support internally) should it prove to be cost prohibitive for the successful bidder to support both elements.

Whenever a server (or service operating on it) is detected as down or offline during business hours (0800 to 1800), an alert should be triggered to the FR IT team and the supplier should take immediate action to remedy the situation. While we expect that on most occasions the supplier will be able to deliver this service remotely, if an on-site visit is required, we expect this to be carried out at no additional cost. FR IT will endeavour to assist the supplier and help to avoid an on-site visit where possible. Our core sites are at Roslin, Midlothian and near Farnham, Surrey. We operate several satellite offices (outstations) around Great Britain; however, site attendance is rarely required at these locations.

A list of services – and servers they run on - will be provided to bidders who express an interest in this contract, subject to NDA.

Service Requirements

Information Security

Bidders must be Cyber Essentials+ or ISO27001 certified (certificates and scope must be provided for verification as part of the procurement).

Use of Subcontractors

Not permitted. The services must be provided by a single supplier and not subcontracted out. 
Core Operating Hours

FR’s core operating hours are 0800 to 1800, Monday to Friday. The successful bidder should deliver BAU service during these hours. However, as FR’s infrastructure is ‘always on’ we expect monitoring to be 24/7 so incidents that occur outside of working hours can be responded to immediately the following working day.

Service Levels & Performance

IT Service Team performance (e.g., Response and Resolution times)

· Acknowledgement is defined as the time for the supplier to acknowledge the issue and provide a reference from the time a call was answered, an email sent, or a ticket logged on the supplier’s service desk by FR IT

· Response is defined as the amount of time allowed for a supplier to assign an appropriate resource(s) to resolve the situation.

· Fix time is defined as the maximum amount of time from acknowledgment for the situation to be resolved.

· The successful bidder should be contactable by telephone and email, in addition to having a service desk type interface. FR expects all calls to be answered by a person within ten minutes. 

· Support must be UK based.

FR consider there to be three criticality levels. These will be assessed and classified by the FR IT support team (or by the successful bidder should the problem be detected proactively) and triaged to the successful bidder or relevant person/team.

P1 Critical

· One or more services which impact on a main site (as a whole), or all users (business-wide) are non-functional or not available.

· Acknowledgement: Immediate, response time: 1-hour, max fix time 4 hours.

· P1 issues will always involve a phone call to the successful bidder.

P2 Important

· One or more services affecting multiple users (but not all) are non-functional or not available.

· Acknowledgement: 1 hour, response time: 4 hours, fix time max 1 working day.

P3 Standard

· One or more services which impact on a single user.

· Acknowledgement: 1 hour, response time: 1 working day, max fix time 2 working days.

Notifications

In addition to 24/7 monitoring which should be available to FR IT through a dashboard interface, FR expects the successful bidder to notify FR via both email and telephone should any issues be detected. Notification is required seven days in advance should planned downtime be required; although this can be less should the need be immediate (such as in response to an emergency change or to apply a zero-day patch). FR IT will handle internal communication.

Service Availability

· 100% Managed Service Availability 0800-1800 Mon to Fri.
· ‘Managed Service’ is defined as the ability for the supplier to deliver the contracted service.
· 99% Supported Infrastructure Availability 0800-1800 Mon to Fri.
· ‘Supported Infrastructure’ refers to the service and services owned by the client (FR) and supported by the appointed supplier. A service is considered ‘unavailable’ due to unplanned downtime or any other issue which makes it completely non-operational/unusable.
· 99% Service Desk Availability (core operating hours).
· ‘Service Desk’ refers to the means for the client (FR) to contact the appointed supplier to utilise the contracted service.
· 100% completion rate of scheduled tasks
· ‘Scheduled tasks’ are the BAU tasks the client (FR) has specified form part of this procurement.
Public Holidays

During UK-wide public holidays, there should be no change to the acknowledgement, response or fix times for ‘P1 – Critical’ incidents. P2 and P3 incidents should still be acknowledged as described; however, response and fix times will apply from the start of the next working day.

Service Penalties

FR service penalty regime is defined as follows:

· Service Credits in the event of any failure to meet agreed SLA commitments. The value of service credits will be based on the total cost of the contract / service(s).

· Repeated failure to meet SLA commitments (more than twice in any twelve-month period for a Priority 1 incident, more than six times in any twelve-month period for Priority 2 incidents) can result in no-penalty contract termination for the associated service at FR’s discretion.

Service Reporting

FR requires that service reporting is carried out and reviewed monthly. This will allow FR to measure, report and discuss the performance of the ongoing service. The successful bidder’s Service Delivery Manager will be responsible for production and delivery of the reports and will also host the review meeting once per month. FR would also like a ‘touch base’ meeting once every two weeks.

Complaints

Complaints should be acknowledged within 1 working day. Responses to complaints must be made in writing within 5 working days. If appropriate and necessary, a remediation plan should be put forward by the supplier at the next service review meeting.

Contract Duration

FR’s preference is to award a one-year contract with two ‘+1’ options to extend.
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