Annex 3 - Technical Specifications/

Jopatok 3. TexHi4Hi BUMOru

TECHNICAL REQUIREMENTS
Private Cloud Storage and Infrastructure Services/

TEXHIYHI BUMOI'
NMocnyru npuBaTHOro XMapHoro cxosuwia ta iHpacTpyKkTypu

Table 1./ Tabnuus 1.

No/ Ne 3/n

Name of purchase/ HanmeHyBaHHs1 3akyniBni

1 Data processing services, CPV code DK 021:2015 — 72310000-1 (Private cloud storage and
infrastructure services)/ MNMocnyrn 3 06po6ku aaHux, kog AK 021-2015 — 72310000-1 (Mocnyru
NPUBATHOrO XMapHOro CXoBULLA Ta iHbpacTpyKTypwn)

Procurement Description: Private cloud storage and
infrastructure services are required for hosting the
information systems of the SE “Ukrainian National Center for
Peacebuilding” (hereinafter — the Customer). The
information stored on these servers is classified as restricted
information in accordance with the Law of Ukraine “On
Information”.

Private cloud storage and infrastructure services
are provided to host the Customer’s existing information
systems in the Cloud Data Processing Center (hereinafter —
CDPC), with the volume of CDPC computing resources
specified in Annex 2.1 to the tender documentation. The
procurement of these services is carried out for the
Customer’'s existing information systems, which are
developed and operating on the VMware hypervisor
software.

If a bidder proposes a solution based on alternative
hypervisor software (other than VMware), the bidder must
ensure:

- migration and conversion of encrypted virtual
machines from the VMware format to another virtualization
platform without decrypting the virtual machine. After such
migration, the operating system and services inside the
encrypted virtual machine must operate without interruption.

- availability of a REST API for automating routine
cloud infrastructure management tasks, including:

Integration with Kubernetes clusters, including:

e initializing a node with cloud-specific labels
(zones/regions)

e retrieving node IP addresses and hostnames

e removing Kubernetes nodes if they are removed
from the cloud

e dynamic creation and management of data
storage for containers.

Integration with Terraform, including

e automated creation, modification, and deletion
of infrastructure;

e repeated creation of environments with identical
parameters to ensure deployment consistency;

Onwuc 3akyniBni: MNMocnyry NpUBaTHOrO XMapHOro cxoBuLLa
Ta  iHpacTpykTypu  HeoOXxigHi AN po3MilleHHs
noTyxHocten iHdopmauinHnx cuctem [N «YkpaiHcbkui
HauioHanbHWI LeHTp po3byaoBy MUpy» (4ani — 3aMOBHWUK).
IHpopmauis, sSka po3millleHa Ha umMx cepBepax, BianoBigHO
0o 3akoHy Ykpainu «[lpo iHdopmauito» BigHOCUTBCS [0
cnyx60Boi iHhopmalii.

lMocnyrm npvBaTHOrO XMapHOro CXoBMLia Ta
iHPPACTPYKTYpU HafaloTbCsa ANA PO3MILLEHHS ICHYHOYMX
iHpopmauiiHux cuctem 3amoBHMKa y XmapHomy LleHTpi
O6pobkn OaHux (gani — XUOO) 3 o6’emMoM cnoxmBaHHA
obumncniroBansHux pecypcis XLUO[, 3a3HaveHux B goaatky
2.1.00 TeHaepHoi AoKymeHTauii. 3akyniBna gaHux nocnyr
3AINCHIOETBCA  ANS  ICHYHUMX  iHOPMAaUINHUX  cucTem
3aMoBHUKa, sKi po3pobneHi Ta yHKUioHyoTb Ha 6asi M3
rinepsisopa VMware.

Y pasi HagaHHA nNponosuuii y4acHUKa pilleHHs 3

BUKOPUCTAHHAM anbTepHaTUBHOIO nporpamMmHoro
3abesneyeHHs rinepsidopa (BigMiHHOro Big VMware)
y4acHuk 3abeanevye:

- Mirpaudito  Ta KOHBepTauilo  LWMppPOoBaHNX

BipTyanbHux MawwuH 3 dopmaty VMware Ha iHwy
nnartcgopmy BipTyanisadii 6€3 BUKOHaHHSA po3LndpyBaHHs
BipTyanbHoOi MawwuHu. [licna Takoi mirpadii, onepauinHa
cucTeMa Ta cepBicu B cepeauHi LumMdpoBaHoi BipTyanbHOT
MaLLWHW NOBWHHI NpautoBaTtn 6eanepebiliHo.

- HagBHictlb REST APl pgns  MOXNUBOCTI
aBTomaTm3auii pyTMHHMX 3aBAaHb MO YNPaBniHHIO XMapHO
iHbpacCTpyKTypolo, a came:

IHTerpauis 3 knactepamu Kubernetes, y Tomy

yucni:
e iHiljianizauis By3na 3 miTkamu, crneuudiyHumu
Onst xMapw (30HW/perioHn).

e oTpumaHHsa IP-agpec Ta imeH XocCTiB By3niB

e BupaneHHs Kubernetes By3niB, SAKWO BOHK
BUAarneH 3 xmMapu.

® [OWHaMiYHe  CTBOPEHHS Ta  ynpaeniHHA
CXOBULLAMW [aHWX AN KOHTEWHEPIB;

IHTerpauis 3 Terraform, y Tomy ducni
e aBTOMaTM30BaHe  CTBOPEHHS,
BUAaneHHs iHpacTpyKTypw;

e (OaraTopa3oBe CTBOPEHHs cepedoBull 3
aHanoriYyHMmm napameTpamu ans

KOHCUCTEHTOCTi PO3ropTaHHs;

3MiHa Ta



- a link to the manufacturer's technical
documentation for the alternative hypervisor describing the
availability of the required functionality;

- availability of a Terraform Provider for the
specified REST API. The Terraform Provider for this REST
AP| must have an “Official” or “Partner” status.

A bidder offering an alternative hypervisor must
possess the technologies and tools that enable the secure
conversion of vmx (virtual machine configuration file) and
vmdk (virtual disk file format) into the format of the alternative
hypervisor and must be able to apply these tools during the
migration of workloads from the Customer’s infrastructure to
the bidder’s cloud at no additional cost to the Customer.

A bidder offering an alternative hypervisor must
possess the technologies and tools that enable the use of
VXLAN or Geneve in broadcast mode, as required for
deploying the Customer’s virtual network infrastructure,
supporting more than 4096 L2 and L3 virtual networks
according to the OSI model, using built-in hypervisor tools
and without additional network equipment.

- availability of connectivity to the Secure Internet
Access Nodes (ZVID).

An active ZVID contract with Datagroup PJSC,
certificate of compliance No. 15595 dated 13.09.2017
In addition to the above requirements, uninterrupted
operation of the information system is essential. A fast and
seamless transition between providers would additionally
require services for the migration and configuration of the
network infrastructure and specialized security modules,
involving contractors responsible for the development and
implementation of protection measures in accordance with
the Integrated Information Security System (KSZI/IISS)
standards, as well as software developers and the current
cloud service provider.

Terms and Definitions:

Data Center (DC) — a specialized technical facility consisting
of engineering systems (uninterruptible power supply,
ventilation, cooling and humidity control, fire safety, physical
security), information, electronic communications, and
hardware—software infrastructure whose components
provide or enable data storage and processing services,
including but not limited to: cloud services, data backup, data
transmission, equipment rack rental, and hosting services.

Infrastructure — server hardware, network equipment, and
system software.

Cloud Data Center (CDPC) — a cloud infrastructure that
logically encompasses a defined set of the Contractor's
computing hardware resources, owned, managed, and
operated by the Contractor, and intended for hosting the
Customer’s services. In this setup, servers, network devices,
and storage systems are used exclusively for the Customer’s
services (they do not host services of other clients), have a
separate management system, and are located in a
dedicated cabinet within the Data Center. The Contractor
provides Virtual Private Cloud services using the CDPC
computing resources. The CDPC is located in the
Contractor’s DC(s).

Virtual Private Cloud (VPC) — a logically unified set of
virtual computing resources from the CDPC resource pool,

- NOCUMNaHHA Ha  TeXHiYHYy  [OKyMeHTaLilo
BMpobHUKa anbTepHaTuBHOro [inepsizopa 3 onvcom
HasIBHOCTi BKa3aHOi (pyHKLiOHANbHOCTI;

- HasiBHicTb Terraform Provider gns BkasaHoro
REST API. Terraform Provider ans BkasaHoro REST API
noeuHeH maTu ctatyc «Official» abo «Partner».

YyacHuk, WO  MPOMOHYE  anbTepHaTUBHUN
rinepei3op, BONOAI€ TEXHOMNOrAMU Ta iHCTPYMEHTaMu, Lo
possonsaoTb  6e3nevHy  KoHBepTauito  danniB - vmx
(koHpirypauiviHui  dpann BipTyanbHoi MawuHKM) Ta vmdk
(dbopmaT dpamny BipTyanbHoro gucky) y copmar
anbTepHaTUBHOrO rineps.i3opa, Ta 34aTeH 3acTocyBaTu Ix
nig 4ac Mirpauii poboynMx HaBaHTaXeHb 3 BracHoI
iHppacTpykTypn 3amoBHMKa y Xxmapy y4acHuka 6e3
JoaaTkoBoi onnatu 3 6oky 3aMOBHMKA.

YyacHuMK, WO  MpOMOHYE  anbTepHaTUBHUN
rinepei3op, BONOAI€ TEXHOMNOrAMU Ta iHCTPYMEHTaMu, Lo
[03BonsATh 3actocyBaHHs TexHonoriii VXLAN a6o Geneve
B OpoagkacT-pexumi, €K Ue noTpibHO Aans 3acobis
po3ropTaHHa  BipTyanbHOI MepexeBoi iHpacTpyKkTypu
3aMoBHUKa B KinbKoCTi GinbLue Hix 4096 BipTyanbHUX Mepex
L2 ta L3 a3righo mopeni OSI| BGymoBaHumu 3acobamu
rinepeizopa Ta 6e3 3acTocyBaHHSA 4OAATKOBOrO MEPEXEBOrO
obnagHaHHs.

- HasiBHICTb  MOXNWBOCTI  MIAKNIOYEHHA [0
3axuwieHnx By3niB goctyny Ao mepexi IHTepHet (3BIM)
Oitounn porosip Ha 3BIO 3 MNpAT «OATAIPYI», aTtectat
BignosigHocTi Ne 15595 Big 13.09.2017
OkpiMm 3a3HayeHMX BUMOr iCHye notpeba B GeanepebinHin
poboTi iHdhopmauinHoi cuctemu. Wesnakmn i 6e3nepebinHnii
nepexig Mix npoBamgepamu notpebyBaTvme [0OaTKOBO
nocnyrm 3 Mirpauii  Ta HanawTyBaHHA MepexeBol
iHbpacTpykTypn Ta cneuianbHUX Moaynis ©6e3neku i3
3anyyveHHAM nigpsagHukie, ski 3abesnevysann pospobky Ta
BrpoBaaXeHHs 3axucTy 3rigHo Hopm KC3I, po3pobHukis 13
Ta NOTOYHOro NpoBariiepa XMapHUX NOCHyT.

TepMmiHu Ta BU3HAYEHHA:
uon (Uentp O6pobku [aHux) — cneuianisoBaHui

TEXHIYHUA KOMMMEKC, WO CKNnagaeTbCs 3  iHXeHepHOoi
(cuctemun Be3nepebiliHOro enekTpOXUBIEHHS, BEHTUMNSLIT,
OXONMOAXKEHHA Ta perynioBaHHS BOMOFOCTi, MOXEXHOI
Oe3neku, isanyHOi 0XOPOHM), iIHDOPMALIAHOT, eNeKTPOHHOT
KOMYHiKaUiNHOI Ta nporpaMHo-anapaTtHoi iHppacTpyKkTypu,
3acobn skoro 3abesnevyoTe abo peanisyloTb HagaHHSA
nocnyr i3 3bepiraHHs Ta 06pobku AaHux, y ToMy Yucni, ane
He OOMexXyun: HafjaHHA XMapHWX MOCnyr, pPe3epBHOro
KoMitoBaHHs OaHuX, nepegadi LaHunX, opeHau
KOMYHiKaLiNHWX CTINOK, MOCMYr XOCTUHTY.

IHcbpacTpykTypa — cepBepHe 06nagHaHHSA, MepexeBse
obnagHaHHA Ta cMcTemMHe nporpamHe 3abesneyeHHs.
XUoA (Xmaphui LleHtp O6pobku [daHmx) — ue xmMapHa
iHpacTpyKTypa, WO Ha JIOriYHOMY pPiBHI OXOMMOE MNEBHUN
Habip anapaTHux obuucnioBanbHUX pecypciB BukoHasus,
siKa € y BONOAIHHI, kepyBaHHi Ta ekcnnyarauii BukoHasua Ta
npuaHadeHi Ana poamillieHHs cepsiciB 3amoBHuka. [lpu
LbOMY CepBepu, MepexHi npucTpoi Ta  cxoBuLia
BMKOPUCTOBYIOTLCH BUKIIOYHO ANS PO3MILLEHHSI CepBiciB
3aMoBHUKa (He MICTATb CEPBICIB iHLLNX KNieHTiB BukoHaBus),
MalTb BiJOKPEMIIEHY CMCTEMY YNpPaBriHHA Ta PO3MilLleHi Y
[aTa-ueHTpi y okpemin anapatHin wadi. BukoHaseub Hagae
nocnyry BipTyanbHoi npmBaTHOI XMapwu BUKOPWUCTOBYHOYUU
obumcnitoBaneHi pecypen XUOA. XUO[L posmiwyetbes y
LIO(ax) BukoHaBus.

BiptyanbHa npuBaTHa xmapa (VPC) — € goctynHum Ha
Bumory 3amoBHMKa o06’eQHAHUM Ha FOMYHOMY  PiBHi



provided to the Customer on demand and intended

exclusively for the Customer’s use.

Secure Site — a combination of the Virtual Private Cloud and
additional computing and network equipment used by the
Customer.

Hypervisor (or Virtual Machine Monitor) — software or
hardware that enables simultaneous, parallel execution of
multiple operating systems on the same computer (the host
computer), providing OS isolation, resource separation
among running OSs, and resource management

Virtual Machine (VM) — a model of a computing system
created through virtualization of resources such as CPU,
RAM, storage devices, and input/output devices. Unlike
software that emulates a specific device, a VM provides full
emulation of a physical machine or runtime environment.

Operating System (OS) — a basic software environment
that manages the hardware of a computer or virtual machine,
controls computing processes, and organizes interaction
with the user.

Hard Disk (HDD) — a magnetic disk drive with a rigid
substrate.

Virtual Disk — software components that emulate physical
disk storage devices and attach to virtual machines. The
virtual disk must be recognized by the OS as a hard disk.

Cloud Storage — a data storage model where digital data is
stored in logical pools, while physical storage spans multiple
servers and disk systems. The physical environment is
owned and managed by the Contractor.

Virtual Core — a CPU core emulated by the hypervisor for
the operating system. The hypervisor may manage the
computing performance of the virtual core.

RAM (Random Access Memory) — memory used by
computing systems to store program code and data during
execution.

MB (Megabyte) — a unit of data equal to 1,048,576 (2%°)
bytes or 1024 kilobytes.

GB (Gigabyte) — a multiple unit of information measurement
equal to 1,073,741,824 (2%*°) standard 8-bit bytes or 1024
megabytes.

TB (Terabyte) — a unit of data equal to 1,099,511,627,776
(2%°) standard 8-bit bytes or 1024 gigabytes.

Mbit/s (Megabit per second) — a data transfer rate equal to
1,000,000 bits per second.

Gbit/s (Gigabit per second) — a data transfer rate equal to
1,000,000,000 bits per second.

RFC (Request for Comments) — a numbered series of
Internet technical documents containing specifications and
standards, widely used across the global network. RFCs are
published by the IETF under the Internet Society (ISOC),
https://www.ietf.org/).

Habopom  BipTyanbHMX  OOYMCrIOBanNbHUX  pecypciB
BukoHaBusi 3 nyny pecypcis XUO[ Ta npuaHayeHi Ans
HaJaHHs MOCNyr BUKMIOYHO 3aMOBHUKY.

3axuweHnn manmgaHuuk — ob’egHye y cobi BipTyanbHy
npuBaTtHy Xxmapy Ta pgogaTkoBe obuucnioBanbHe Ta

mMepexese obnagHaHHs, o BMKOPWCTOBYIOTbCS
3aMOBHUKOM.
FinepBizop (abo MoHiTOop BipTyanbHWX MalmnH) —

Komn'toTepHa nporpama abo obnagHaHHs, Wo 3abesnevye
ofHovacHe, napanernsHe BUKOHAHHS OeKinbKkox
onepauiHMx CMCTEM Ha OOHOMY i TOMY X KOMM'lOTepi (AKui
ToOi 3BeTbCs XocT-komm'toTep aWrmn. host computer).
linepBisop Takox 3abesnevye i3onsauito  onepauiiHmx
CUCTEM OfHY Bifi OAHOI, PO3AINEHHS PECYpCiB MK Pi3HUMMN
sanyweHnmn OC i kepyBaHHSA pecypcamu.

BiptyanbHa mawmuna (VM/BM) — mogens o64ncnoBanbHOT

MaLlVHu, CTBOpPEHOI LLMSIXOM BipTyanisauii
oBumcnioBanbHNX  pecypcis:  npouecopa, onepaTUBHOI
nam'aTi, npucTpoiB 30epiraHHs Ta BBOAy | BMBOAY

iHdopmalii. BipTyansHa mawmHa, Ha BiAMiHY Bif nporpamu
emMynsauii  KOHKpPeTHOro npuctpoto, 3abesnevye MOBHY
eMynauito isu4HOT MallnHW 4M cepefoBULLLa BUKOHAHHSA
(ans nporpamu).

OnepauinHa cuctema (ckopoyeHo OC, anrn. Operating
system, OS) — ue 6a3oBUA KOMMNMEKC MPOrPaMHOro
3abe3neyeHHsl, WO BWKOHYE YNpaBMfiHHA anapaTHUM
3abesneyeHHsM komn'toTepa abo BipTyanbHOI MaluMHW;
3abe3neyye kepyBaHHS 0OYMCMOBaNbHUM NPOLECOM i
OpraHi3oBye B3aEMOZjI0 3 KOPUCTYBAYEM.

Teepaun guck (abo HakonuuyBay Ha MarHiTHUX AucKax
(anrn. Hard (magnetic) disk drive, aHrn. HDD)) — marHiTH1R
AWCK, OCHOBa SKOr0 BUKOHaHa 3 TBEpAoro marepiany.
BiptyanbHuin AuCK — nMporpamHi  KOMMOHEHTW,  SKi
eMynioTb  poboTy i3UYHMX AMCKOBUX HaKOMMYyBauiB
iHpopmauii, Ta nigknoyalTeCa 00 BipTyanbHUX MaLUWH.
BipTyanbHuin guck Mae cnpunmatucs  OnepauiiHoo
CUCTEMOIO, SK TBEPAMUNA ANCK.

XmapHe cxoBuuwe — sBnsie coboto moaenb 36epiraHHs
AaHux, oe umdposi AaHi 36epiratloTbCst B NIOriYHOMY nynu, a
di3nyHe 36epiraHHs OXONIOE Kiflbka cepBepiB Ta ANCKOBMUX
cuctem. disnyHe cepegoBulle MPU LbOMY, HanexuTb i
KepyeTbcst BukoHaBLem.

BipTyanbHe sppo — emynsuis rinepBi3opoM 3BMYaANHOIO
aapa Ans onepadinHoi cuctemu. linepsisop npu UbOMY
MOXe  ynpaBnaTM  064YMCnioBanibHOW  NPOAYKTUBHICTIO
BipTyanbHoro sapa.

OnepaTtuBHa nam'aTtb (aHrn. Random Access Memory) —
nam'aTe  OGYMCrIOBanNbHWX MalUWH  Mpu3HayeHa Ans
3bepiraHHa kody Ta [aHux nporpaMm nig 4ac iXHboro
BMKOHaHHS.

MB (MerabainT) — oamHuusa BuMipy obcsiry aaHux. [JopiBHioe
1 048 576 (22°) Gant abo 1024 kinoGaunr.

N6 ([irabant) — KpaTHa oOOUHMUS BUMIPY KiNbKOCTI
iHdopmalii, 1o gopisHioe 1 073 741 824 (230) ctaHgapTHUM
(8-6iTHUM) BaviTam abo 1024 merabantam.

TB (TepabaiiT) — kpaTHa OOUHMUSA BUMIPY KiNbKOCTI
iHpopmauii, wo popieHioe (240 = 1099 511 627 776)
cTaHgapTHum (8-6iTH1M) 6aritam abo 1024 rirabantam.
MGiTt/c (MerabiT B cekyHAY) — OOUHMUS LWBWUAKOCTI Nnepeavi
AaHux, Wwo gopisHioe nepegadi 1 000 000 6iT y cekyHay.
IGit/c ([irabit B cekyHAy) — OAMHUUSA LWUBMAKOCTI nepepaudi
AaHux, Wo pgopieHoe nepegadi 1 000 000 000 GiT y cekyHay.
RFC (aHrn. Request for Comments, 3anuT komeHTapiB ) —
OOKYMEHT i3 cepil npoHymepoBaHMX iHopMaLiiHUX
OOKYMEHTIB IHTepHEeTY, Lo MICTUTb TEXHIYHI cneundikadii Ta
CtaHpapT, Mae LUMpOKe 3aCTOCYBaHHS Yy BCECBITHIN
mepexi. 3apa3 nybnikauieto gokymeHTiB RFC 3arimaeTbcs


https://www.ietf.org/
https://www.ietf.org/
https://www.ietf.org/

IP Address — a unique numerical identifier at the network
layer used for addressing computers and devices in
networks based on TCP/IP (including the Internet).

IPv4 (Internet Protocol version 4) — the fourth version of
the IP network protocol, defined in RFC 791.

Host — any computing device with access to an IP network;
synonymous with a network node.

FTT (Failures to Tolerate) — the number of simultaneous
vSAN cluster node failures the system can withstand without
data loss.

VLAN (Virtual Local Area Network) — a group of hosts with
common requirements that interact as if connected to the
same domain, regardless of physical location. VLANs share
attributes of physical LANs but allow grouping of endpoints
even when not on the same switch.

iSCSI (Internet Small Computer System Interface) — a
protocol based on TCP/IP used to establish interaction and
management of storage systems, servers, and clients. iSCSI
is standardized in RFC 3721, RFC 3722, RFC 3723, RFC
3347, RFC 3783, RFC 3980, RFC 4018, RFC 4173, RFC
4544, RFC 4850, RFC 4939, RFC 5048, RFC 5047, RFC
5046, and RFC 7143.

NFS (Network File System) — a network file access protocol
originally developed by Sun Microsystems in 1984, allowing
remote file systems to be mounted over a network; described
in RFC 1094, RFC 1813, RFC 3530, and RFC 5661.

SMB (Server Message Block) — an application-layer
protocol used for shared access to files, printers, serial ports,
and other interactions between nodes. It also provides
interprocess communication with authentication. Commonly
used in Microsoft Windows environments (“Microsoft
Windows Network”).

Data Integrity — a condition ensuring that data has not been
altered during operations such as transmission, storage, or
display.

Integrity of Information System Resources — a condition
where changes to system resources are made only
intentionally by authorized subjects, while preserving their
composition, structure, and interactions.

SLA (Service Level Agreement) — an appendix to the main
agreement between the Contractor and Customer defining
quantitative and qualitative characteristics of services, such
as availability, user support, and time to resolve incidents.

IOPS (Input/Output Operations Per Second) — the
standard metric of performance for computer storage
systems such as hard drives and other storage devices.

Ethernet — a fundamental technology for local computing
(computer) networks with packet switching that uses the

IETF nig erigowo BigkpuToi opraHisauii ToBapucTBo
IHTepHeTy (aHrn. Internet Society, ISOC,
https://www.ietf.org/).

IP appeca (aHrn. Internet Protocol address) — wue

ineHTudikaTop (yHikanbHUA YNCNOBMI HOMEP) MEPEXEBOTO
PiBHS1, SIKUIA BUKOPUCTOBYETLCA ANS agpecadii komn'toTepiB
YM NPUCTPOIB y Mepexax, siki NobyaoBaHi 3 BUAKOPUCTAHHAM
npotokony TCP/IP (Hanpwknag IHTepHeT).

IPv4 (anrn. Internet Protocolversion 4) — yetBepTa Bepcis
mMepexeBoro npotokony IP. MNpotokon IPv4, onucanui y
RFC 791.

XOcT - Oyab SKMIA KOMM'IOTEPHUIA NPUCTPIN, WO Mae AOCTyn
0o IP mepexi To6TO CMHOHIM TepMiHy By30J1 Mepexi.

FTT (avrn. Failures to Tolerate) — kinbkicTb ogHOYacHUX
BiamMoB HopA knactepy VSAN, Sk He NpM3BOANTL OO BTPATK
AaHuX.

VLAN (aHrn. Virtual Local Area Network — BipTyanbHa
nokanbHa KoMM'loTepHa Mepexa) — € rpynotw XocTiB 3
3aranbHMM HabopOM BMMOT, LLIO B3AEMOZIIOTE TakK, Hibu BOHK
NPUKpPINIeHi A0 OOHOro [AOMEHy, He3anexHo Big X
isnyHoro postawyBaHHs. VLAN mae Ti cami aTpnbyTty, K i
disnyHa nokanbHa Mepexa, ane [O03BOMsE KiHUEeBUM
cTaHuisM 6yTn 3rpynoBaHMMM Pa3oM, HaBITb SKLLO BOHWU He
nepebyBaloTb Ha OAHOMY MEpPEXEBOMY KOMYTaTOpi.

iSCSI (aHrn. Internet Small Computer System Interface) —
npotokon, sikun 6asyetbca Ha TCP/IP i po3pobnenun ons
BCTAHOBMNEHHSA B3aeMmofil Ta ynpaBniHHA cucTeMamu
30epiraHHs faHux, cepBepamu i knieHtamu. MNpoTtokon iSCSI
€ cTaHgaptusoBaHum B RFC 3721, RFC 3722, RFC 3723,
RFC 3347, RFC 3783, RFC 3980, RFC 4018, RFC 4173,
RFC 4544, RFC 4850, RFC 4939, RFC 5048, RFC 5047,
RFC 5046 i RFC 7143.

NFS (Network File System) — npoTokon mepexeBoro
Joctyny 4o dannoBmx CMCTEM, cnoyaTky po3pobneHuin Sun
Microsystems B 1984 poui. [os3Bonse nigknoyaTm
(MoHTyBaTK) BigganeHi annoBi CUCTEMM Yepe3 MEepEXY,
onucanuii B RFC 1094, RFC 1813, RFC 3530 i RFC 5661.
SMB (aHrn. Server Message Block) — npotokon
NPVKNagHoro piBHs (B Mogeni B3aEMOAi BiAKPUTUX CUCTEM),
BMKOPUCTOBYETBHCA ANS HagaHHSA PO3AiNeHoro JAoctyny Ao
hannis, NPMHTEPIB, NOCMIAOBHUX MNOPTIB Nepeaadi AaHux, Ta
iHWOT B3aemogii MK By3namy B KOMM'IOTEPHIN Mepexi.
Takox Hagae MOXIMBOCTI MiIKMpoOUEcHOi B3aemofii 3
aBTeHTudikauieto.  3asBuyail, BUKOPUCTOBYETBCA  Ha
komn'totepax 3 Microsoft Windows: B cepeposuwi Microsoft,
YyacTto nosHa4vaeTbes gk «Microsoft Windows Network»
LinicHicTb iHdopmauii (aHrn. data integrity, information
integrity) — TepMiH, sikuii BKasye, WO AaHi He Bynu 3MiHeHi
npu BUWKOHaHHI Oyab-sikOi onepauii Hag HuMKM, Byab TO
nepenadya, 36epiraHHs i BigobpakeHHs.

LinicHicTb pecypciB iHdopMauintHOi cucTtemu — cTaH
pecypciB iHGoOpMaLiiHOT cuctemn, npu sKOMy X 3MiHa
3[iACHIOETLCA TiNbKM HABMUCHO Cyb'ekTamu, WO MalTb Ha
ue npaBo, Mpu uboMy 30epiraloTbCca X cknag, 3MicT Ta
opraHi3auis B3aemogii.

SLA (aHrn. Service Level Agreement, Yroga npo piBeHb
o6crnyroByBaHHA) — [OOAATOK [0 OCHOBHOI yroan Mix
BukoHaBueM Ta 3aMOBHUKOM Npo piBeHb nocnyr. MictuTb
KiNbKICHI Ta SKICHI XapakTepuUCTUKM HagaHuX Nocnyr, Taki K
X AOCTYMNHICTb, NiATPMMKa KopucTyBadisB 3 60Ky 3aMOBHWMKa,
Yac BUNpaBIIEHHS HECMPABHOCTI Ta iHLe.

IOPS (aHrn. Input-Output Operations Per Second) —
KiNbKiCTb Onepauii  BBoAy/BUBOAY, CTaHOAPTHUN BUMIp
NPOAYKTUBHOCTI KOMITIOTEPHUX cUCTEM 30epiraHHa gaHuX
Takux Sk TBepAi ANCKN Ta iHWi NpMCcTpoi 36epiraHHsa AaHuX.
Ethernet - 6a3oBa TexHonoris NoKarnbHWX
obuncnoBanbHMX (KOMM'IOTEPHUX) Mepex 3 KomyTauieto
naketis, WO  BukopuctoBye npoTtokon  CSMA/CD
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CSMA/CD protocol (carrier-sense multiple access with
collision detection).

IEEE (Institute of Electrical and Electronics Engineers) — an
international organization of engineers in electrical
engineering, electronics, and related industries.

SFP+ (Enhanced SFP) — a data transmission interface
supporting speeds up to 10 Gbit/s, specified in SFF-8418
(http://www.sffcommittee.com/).

Edge Router — a router located at the external perimeter of
the Contractor’'s CDPC.

DNAT (Destination Network Address Translation) —
translation of the destination network address.

SNAT — (Source Network Address Translation) — translation
of the source network address.

ACL (Access Control List) — a list of permissions defining
who or what may access an object and which operations are
allowed or denied.

BGP - (Border Gateway Protocol) — the standard
inter-domain routing protocol used between autonomous
systems on the global Internet.

Business Hours — 08:00 to 19:00 on working days.
Incident — an event resulting in partial or complete deviation
of service quality from the nominal level.

KZZ — security measures suite.

Requirements for the Technical and Quality
Characteristics of the Services

1. General Description of the Services
Within the Private Cloud Storage and Infrastructure
Service, the Customer receives access to the computing
resources of a Virtual Private Cloud.
A non-exhaustive list of VPC operations available to the

(MHOXWHHWUIA OOCTYN 3 KOHTPOMEM HeCy4ol Ta BUSIBIIEHHAM
Konisin).

IEEE (aHrn. Institute of Electrical and Electronics Engineers,
IHCTUTYT iHXEHepiB 3 ENeKTPOTEXHIKM Ta EneKTPOHIkn) —
MiXHapogHa opraHisauis iHXeHepiB y ranysi
€nNeKTPOTEXHIKW, PafioeneKkTPoHikM Ta paaioeneKkTPOHHOI
NPOMMWCIOBOCTI.

SFP+ (anrn. Enhanced SFP) — iHTepdeinc nepeaadi gaHmx
no 10 I6it/c, napameTpmn AKOro BM3HauveHi y cneuundikadii
SFF-8418 (http://www.sffcommittee.com/).

FpaHuyHum mapwpyTtmnsatop (aHrn. Edge router) —
MapLUpyTM3aTop, SKUIA pO3TalIOBaHWA Ha 30BHILLUHBOMY
nepumeTpi XLIO[ BukoHasus.

DNAT - (aHrn. Destination Network Address Translation) —
3miHa Mepexesoi Agpecn OTpumysaya.

SNAT - (anrn. Source Network Address Translation) —
3miHa Mepexesoi Agpecu BignpasHuka.

ACL (aHrn. Access Control List, cnncok koHTponto goctyny)
— CMUCOK NpaB JocTyny Ao 06’ekTa, Akuii BU3Hayae, XTo abo
LLIO MOXe OTpMMYBAaTW AOCTYN A0 HbOrO, i AKi came onepaduii
[o3BoneHo abo 3abopoHeHO LiboMy cyb'ekTy NPOBOAMTY Hag,
06'ekTOM.

BGP - (anrn. Border Gateway Protocol, [MpoTtokon
[paHnyHoro LUn3y) — eaMHWiA NpOTOKON MapLupyTusauii
MiXX aBTOHOMHMMMW cuctemamy B rnobanbHii  Mepexi
IHTepHeT.

Bi3Hec-yac - rogunn 3 8:00 go 19:00 y poboui AHi.
lHUMpeHT — nogisd, Wo npu3Bena A0 4YacTkoBoro abo
NOBHOrO BiAXWUMEHHS SKOCTi CEPBICY Bid HOMiIHANbHOrO PiBHS.
K33 — komnnekc 3acobiB 3axucry.

BuMoOru go TexHiYHUX Ta AKICHMX XapaKTepucTukK
Mocnyr
1. 3aranbHun onuc Mocnyr
B mexax MNMocnyrn npuBaTHOro XMapHOro CxXoBuLLa Ta
iHppacTpykTypn 3amMOBHMK OTPUMYE B KOPUCTYBaHHS
obuncnioBanbHi pecypcu BipTyanbHoi npruBaTHOi XmMapw.
Habip onepauit VPC (He € BuYepnHUM), sKi [OCTYMHi

Customer within the Virtual Private Cloud service:

1.1. Create or delete virtual machines and modify their
configuration.
Power on and power off virtual machines; access
their consoles.
Create, delete, configure, and attach virtual disks
and Private Cloud Storage resources to virtual

machines.

1.2.

1.3.

1.4. Manage network configuration and connect or
disconnect virtual machines from the network.

1.5. Create, delete, and configure virtual networks.
1.6. Configure routing rules of the router connected to
the Internet.

Install system and application software on virtual

machines and manage it.

1.7.

2. Core Technical Requirements for the VPC

2.1. The Contractor shall provide the Customer with the
resources listed in Annex 2.1 to the tender
documentation.
The volume of VPC resources provided from the
CDPC resource pool must include redundancy of
all components of the complex in an amount
sufficient to maintain its proper functioning even in
the event of failure of any hardware component.

2.2.

3aMOBHUKY B Mexax nocnyru BipTyanbHOi npuBaTHOI
Xmapu:

1.1. CtBoptoBaTH abo BUaansaTy BipTyarnbHi MaluvHU Ta
3MiHIOBaTW iX KOHirypadito.
Bmukatn Ta BMMMKaATM BipTyanbHi
OTpMMYBaTu 4OCTYN A0 iX KOHCOMEN.

1.2. MaLUWHW,

1.3. CTBOptoBaTK, BWAanATW, HanawToByBaTM Ta
nigknoyaTn Ao BipTyanbHUX MalWH BipTyanbHi
ouckn Ta pecypcu [puBaTtHOro  xmMapHoOro
CX0oBMLLA.

1.4. KepyBaTtun koHdirypauieto mepexi, nigknoyati ta

BiJKMO4aTV Bif HEl BipTyarnbHi MalwmHW.

1.5. CTBoptoBaTK, BuaanATM Ta HanawToByBaTU
BipTyanbHi Mepexi.
1.6. HanawToByBaTtH npasuna MapLupyTuaadii

MapLupyTusaTopa, Wo nigkniovyeHn o IHTepHeT.
BcTaHoBntoBaTy Ha BipTyarnbHi MallMHW CUCTEMHE
Ta npuknagHe nporpamHe 3abe3neyeHHs Ta
KepyBaTu HUM.

2. OcHoBHI TexHi4Hi Bumoru go VPC

BukoHaBeLb Hagae y KOpPUCTYBaHHA 3aMOBHUWKY
pecypcu, nepenik Ta ob’eM sKMX BKasaHWn B
HopaTtky 2.1 oo TeHaepHOi AOKyMeHTaLil.
O6’em pecypcis VPC, wo HapgaeTbcst BukoHaBLeM
3 nyny pecypcie XUOO noBuHeH wmaTm
pe3epByBaHHA BCiX KOMMOHEHTIB KOMMMEKCY B
KiNbKOCTi, HEOOXigHIM ANns NigTPUMKM HamnexHoi
npauesfaTHOCTI KOMMMEKCY HaBiTb Yy BuNagkax
BiAMOBW Oyab sIKOI anapaTHOi KOMMOHEHTH.

1.7.

2.1

2.2.
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2.3. Availability of a portal and/or graphical
administrator interface that enables the Customer
to manage virtual machines created in the Virtual
Private Cloud (number of processors/cores, RAM
volume, number and size of disks, number of
network adapters, type of operating system).

3. Core Technical Requirements for the CDPC
3.1. All hardware resources used to build the CDPC
and the Contractor's server cabinets shall be
located in Ukraine and within a single site.

3.2. Hardware servers, network equipment, and
storage systems used to form the VPC resource
pool must not be used to provide services to other
clients of the Contractor.

3.3. The Contractor may choose the composition of the
CDPC and the configuration of its components at
its own discretion, subject to the following
limitations:

3.3.1. The composition of the CDPC and the
configuration of its components must meet the
Customer's need for highly available physical
resources specified in the relevant tables. The
physical resource volumes listed must be fully
available to the Customer even in the event of
hardware failures, in accordance with the target
redundancy levels.

3.3.2. Target redundancy levels (number of
standby components in “hot” reserve mode) must be
no lower than: N+1 for servers, N+2 for vSAN disk
groups (ensuring data integrity and availability in case
of simultaneous failure of any two disk groups), N+2
for NL-SAS disks NL-SAS, 2N for other NL-SAS
storage components and network equipment.

3.3.3. SSD-type virtual disks must be created
using VSAN technology or an equivalent, and must
support the use of persistent volumes.

3.3.4. Servers used to create the VPC resource
pool must be equipped with processors of the Intel
Scalable Xeon 2nd Generation family or higher.

3.3.5. The bandwidth of network adapter ports of
computing nodes (servers) and of the switch ports
they are connected to must be at least 10 Gbit/s.

3.4. The fault-tolerance SLA for the specific VM must
be no less than 99.95% per year.

3.5. It must be possible to implement fault-tolerant
Internet access based on an architecture using
multiple providers and external addresses routed
via the BGP protocol.

3.6. The ability to choose an Internet service provider
and/or dedicated communication channels.
If the Internet/dedicated channel provider selected
by the Customer does not yet have a direct
connection to the Contractor's Data Center, the
ability to connect must be provided without
restrictions. Work required on the Contractor’s side
must not exceed 5 working days.

3.3.5. lNponyckHa

2.3. HassHicTb noprany Ta/abo rpagivyHoro
iHTepdency agmiHicTpaTopa, $KMW [O3BOMSAE
3aMOBHUKY yNpaBnsiT! BipTyarnbHUMKU MaLlMHaMMU,
Lo CTBOpPIOKOTLCS Yy BipTyanbHin npuBaTHin xmapi
(kinbKicTb Mpouecopie/agep, o6'eM onepaTuMBHOI
nam'aTi, KinbkicTb Ta 00'€eM [AUCKIB, KiNbKiCTb
MepexeBux  apanTtepis, Tun  onepauinHoi
cuctemn).

3. OcHoBHiI TexHi4Hi BUMorn go XL O

3.1. Yci anapaTHi pecypcy, Lo BUKOPUCTOBYIOTHLCS
ans crBopeHHsa XLIO[, Ta koMn'toTepHi wadu
BukoHaBLs MaloTb 3HAaX0AUTUCH HA TepuTopii
YkpaiHu i B Mexax ogHiei nokawii.

3.2. AnapaTHi cepBepu, MepexeBe obnagHaHHs
Ta cuctemu 30epexeHHs AaHuX, WO 3agisHi
ansa cteBopeHHs pecypcHoro nyny VPC, He
NMOBUHHI BUKOPUCTOBYBaTUCHA [ANA HaOaHHSA
nocnyr iHWMM 3aMoBHMKam BukoHaBLs.

3.3. BukoHaBeub Moxe obupatu cknag XUO[M Ta
KOHQDirypauito Moro KOMMNOHEHT Ha BRacHWUn
po3cyAl 3 ypaxyBaHHSA HACTYMHUX OOMEXEHb:

3.3.1.  Cknag XUO[L Ta «koHdirypauis noro
KOMMOHEHT noBMHHa 3abesnevyBaTn noTpebdu
3aMOBHMKa Y  BMWCOKOAOCTYMHMX  Pi3UYHUX
pecypcax, WO 3a3HadeHi y BigNoBigHWUX
Tabnuusx. HaBepgeHun B Tabnuusax ob6'em
i3nYHMX pecypciB MOBUMHEH OYyTW AOCTYNHWN
3aMoBHUKY B MOBHOMY 06cs13i HaBiTb y BUnagkax
anapaTHMX BigMOB BIAMOBIAHO [0 LiNbOBUX
piBHIB pe3epByBaHHS1.

3.3.2. Uinbosi piBHi pe3epByBaHHS (KiNMbKiCTb pe3epBHUX

KOMMOHEHT Yy CKnagi KOMMMEKCY y PeXuMmi «rapsayoro»
pe3epBy) MNoBMHHA Oyt He Hwx4ye Hix: N+1 ans
cepsepi, N+2 ans guckosux rpyn VSAN (36epexeHHs
uinicHocTi Ta JOCTYNHOCTI AdaHuxX Yy  BUNagky
OfHO4YacHOro Buxody 3i CTpol OyAb-AKUX [OBOX
anckoBux rpyn), N+2 ans guckis NL-SAS, 2N ans
iHwnx komnoHeHTiB C3[ NL-SAS Ta MepexeBoro
obnagHaHHs.

3.3.3. BiptyanbHi gucku Tvny SSD noBuHHI 6yTh CTBOpEHI

3a pgonomorot TexHonorii VSAN abo aHanoriyHi Ta
nigTpumyBaTth poboTy 3 persistent volumes.

3.3.4. CepBepu, IO BUKOPUCTOBYIOTLCH A5 CTBOPEHHSA

pecypcHoro nyny VPC, noBuHHi OyTn obnagHaHi

npovecopamm ciMencTBa He Hux4Ye Intel Scalable Xeon

2-nd Generation.

30aTHICTb  MOPTIB MEpPEXeBUX

aganTepiB obuucnoBanbHUX BY3niB (cepBepiB) Ta

NMOPTIB MEpEeXeBUX KOMYTaToOpiB, OO0 SKUX BOHU

NigKITYeHi, NoBMHHA OyTK He Hk4de 10 GiT/c.

3.4. SLA BigmoBocTikocTi koHkpeTHOi VM noBuHeEH
6yt He MeHLwe Hix 99,95% 3a pik.

3.5. Mae 6yt MoxnuBicTb peanisadii BiAMOBOCTIAKOIO
Joctyny OO0 Mepexi IHTepHeT Ha  OCHOBI
apxiTekTypm BUKOPUCTAHHSA OeKinbKox
nposangepis Ta 30BHiLLHIX agpec, AKi
MapLUPYTU3YIOTLCA 3a [OMOMOMOK  MPOTOKOY
BGP.

3.6. MoxnuBictb 0bupaTu noctavanbHUKa nocnyr
IHTepHeT Ta/abo BuAineHux kaHamiB. AKWo
oOpaHui  3aMOBHMKOM MoOCTayanbHUK MNOCnyr
IHTepHeT Ta/abo BuAinNeHWx kKaHanie LWe He mae
npsamoro nigkntodeHHs o LIOL BukoHaBus, TO
MOXITMBICTb NiAKMIOYMTUCA Mae ByTn HagaHa 6e3
obmexeHb. BukoHaHHs HeobXxigHMx Ha 6oui
BukoHaBus pobiT He Mae nepesuwyBatM 5
pobouux fib.



3.7. The Contractor shall ensure and guarantee
complete isolation of the Customers data
stored/processed in the Virtual Private Cloud from
third parties. Only the Customer shall control
access to the data stored in the Virtual Private
Cloud.

3.8. If commercial software requiring licensing is used
for building the CDPC, the Contractor must hold
valid licenses for all commercial CDPC software.

3.9. In the event of a failure of a physical server running
a Virtual Machine, the VM must be automatically
switched to another physical server, with a
switchover time not exceeding 10 minutes
(excluding OS and application startup time).

3.10. 24/7 support (24 hours, 7 days a week) via phone
and email.

3.11. Availability of spare parts (Spares Kit) to enable
rapid restoration of the basic configuration of the
complex.

3.12. The Customer must be provided with the ability to
manage Cloud Storage via an administrator
interface within the allocated resources.

3.13. The Contractor shall ensure the ability to migrate
data between storage resources of different
performance levels without interruption of
service.

4. Requirements for the CDPC Information
Security System

General Requirements:

4.1. For all components included in the CDPC,
organizational measures, antivirus protection
measures, physical security, procedures for
creation, implementation, testing, and other
related matters shall be addressed within the
CDPC as a whole.

4.2. The administrative access control mechanism
shall be implemented at the level of access to
CDPC resources and the CDPC management
system.

4.3. Administration of the Complex of Protection
Measures (CPM) shall be carried out only by
authorized personnel of the information security
unit. Actions involving changes to the configuration
or composition of the CPM and the reasons for
such actions must be recorded in specifically
designated logs.

4.4. The Bidder's cloud infrastructure must be certified
for compliance with the requirements of the
Integrated Information Security System (KSZI)
with the capability of processing restricted
information. It must represent a set of hardware
and software components deployed at the Bidder’s
technical site and must comply with the regulatory
documents of the Ukrainian Technical Information
Protection System. The Bidder's technical site
must include components of the Private Cloud
Infrastructure.

4.5. The Customer has the right to verify that the CDPC
meets the requirements specified in this Annex by
using remote access to the VPC in test mode or

3.7. BukoHaBeup 3abesneyye/rapaHTye NOBHY
izonsuito LaHux 3amoBHuKa, wo
30epiratoTbca/obpobnstoTeca Yy BipTyanbHin
npuBaTHIN Xxmapi Big TpeTix oci6. Ynpaenatu
JocTynoM [0 pfaHux, wo 3b6epiraTbca  y
BipTyanbHin npuBaTHin  Xxmapi Mae nuwe
3aMOBHUIK.

3.8. B pasi BukopuctaHHa Ana crteopeHHs XLOL
KOMEPLINHOro nporpamHoro 3abesneveHHsl, Lo
notpebye niueH3yBaHHs, BukoHaBeub NOBMHEH
MaTW AOifcHi  niueHsii Ha Bce KoMmepuiliHe
nporpamMHe 3abesneyenHs XLIOM.

3.9. Y Bunagky 300t0 isM4HOrO cepBepy, Ha SKOMY
6yna sanyuweHa BipTyanbHa MaluvHa, MOBWMHHO
BiabysaTucs aBTOMaTnyHe nepeknioYeHHs
BipTyanbHOi MawwWmnHW Ha iHWWIA di3ndHUiA cepsep,
npyM UbOMY 4Yac MNEPEeKNioYeHHs He  Mae
nepesuwysatn 10 xB. (He paxyloum 3anyck
onepawinHoi cuctemu Ta annikawin)

3.10. MigTpumka 24/7 (24 rognHu, 7 OHiB Ha
TWXAEHb) No TenedOHy Ta eNeKTPOHHOI MOLLITOH.
3.11. HasBHicTb 3in ans MO>XXITUBOCTI

onepaTMBHOrO  BIOHOBIMEHHs  Mpaue3naTHOCTI
6a30B0i KOHpirypaduii komnnekcy.

3.12. 3aMoBHUKY Mae ByTn HagaHO MOXNMBICTb
ynpaBnaTm XMapHum CXOBULLEM,
BMKOPMCTOBYIOUM iHTepdenc ans agmiHictpartopa,
y Mexax 3asiBNeHuX pecypciB.

3.13. BukoHaBeLb 3abe3nevye MOXNIMBICTb
Mirpauii 4aHux Mk AUCKOBUMW pecypcamu pisHol
npoayKkTMBHOCTI 6e3 nepepvBaHHA B  poOOTI
cepsicy.

4. Bwumoru po cuctemu 3axucty iHdopmaduii
Xuona

3aranbHi BUMOru:

4.1. [Inga BCiX KOMMNOHEHTIB, L0 BXOAATb 40 CKnaay
XUO[MO, opranisauinHi  3axogun,  3axogm
aHTUBIPYCHOro 3axmcTy, i3N4HOT OXOPOHU,
NATaHHSA  WOAO  NOPSiAKY  CTBOPEHHS,
BMPOBaAXEHHS, NPOBEAEHHS BUNpobyBaHb Ta
iHWi BUpiwytoTbes B Mexax XLIO[ B uinomy.

4.2. MexaHiam agMmiHICTpaTUBHOIO  ynpasriHHA
[OCTYMNOM peani3yeTbCa Ha piBHI JOCTyny A0
pecypciB XUO[ Ta cuctemu ynpaBmiHHSA
xyona.

4.3. AgminictpyBaHHa K33 3gincHioeTbca nuwe
YNOBHOBaXEHNM nepcoHanom cnyxou
3axucty iHdopmadii. Aii 3i 3MiHW KOHMIrypauii
abo cknagy K33 Ta npuuuHM, wo ix
BUKNMKaNMW, MOBUHHI  Bigobpaxatucb B
cneuianbHO BU3HAYEHNX XXypHanax.

4.4. XmapHa iHdpacTpyKTypa Y4yacHuka, noBuHHa
OyTu aTtectoBaHa Ha BigMNOBIOHICTL BUMOram
KomnnekcHoi Cuctemn 3axucty IHdopmalii
(KC3I) 3 moxnusicTio 06pobkn cnyx6oBoi
iHpopmauii, aBnATM  cOBOK  CYKYMHICTb
anapaTtHuX Ta NporpaMHUX KOMMOHEHTIB, SKi
pO3ropTalTbCs Ha TEXHIYHOMY MangaH4uKy
YyacHMka Ta  MNOBUHHA  3aJ0BOJSIbHATU
BMMOraM HOPMaTUBHUX OOKYMEHTIB CMCTEMU
TEeXHIYHOro 3axucty iHdopmadii Ykpainn. o
CKnagy TexHiYHOro MamgaHuuka YdyacHuka
NOBWHHI BXOAUTU KOMMOHEHTU [lpmBaTHOI
XMapHOi iHPacTPyKTypW.

4.5. 3amMOBHMK Mae npaBO Ha MNepeBipKy
BignosigHocTti XLUO[ 3a3HayeHum B LbOMY
Dopatky  BMMOram 3 BMKOPUCTaHHAM



directly at the Contractor’s site, provided that the
Contractor is notified at least 10 working days in
advance.
4.6. The CDPC must ensure compliance with the
requirements for personal data protection in
accordance with the Law of Ukraine “On Personal
Data Protection”.

The CDPC Information Security System shall ensure:

4.7. Development by responsible personnel of rules for
separating user access to CDPC resources
(procedures for granting and distributing
administrator rights and individual privileges), as
well as procedures for monitoring their application;

4.8. Separation of administrator functions: CDPC
security administrator and CDPC administrator;
4.9. Separation of user access rights to CDPC
resources in accordance with the security policy;
4.10. Protection against unauthorized interference with
CDPC equipment;
4.11. Verification of the integrity and operability of the
CDPC Complex of Protection Measures;

4.12. Protection against threats related to the
penetration of computer viruses, Trojan
programs, use or manifestation of

undocumented features or errors in system or
application software; countermeasures against
access to information obtained in violation of the
security policy;

4.13. Monitoring the availability of CDPC equipment and
defined resources, with automated real-time
alerts;

4.14. Registration and accumulation of audit data,
centralized user authentication when accessing
CDPC management resources;

4.15. Separation of information
different CDPC users.
4.16. Event Logging Requirements:

«  Continuous 24/7 logging of user actions—such
as authorization, attempted authorization, use
of services—and system processes by
separate security software tools; logs must be
retained for at least 3 months.

»  User activity monitoring must ensure the ability
to record events defined in the security policy
and actions of CDPC users using audit tools
and subsequent analysis.

resources among

4.17. The Security Measures Suite (KZZ) must log
security-related events and provide the security
administrator with the ability to view records of
these events.

4.18. When a user or process obtains access to CDPC
components, the CPM must identify and
authenticate the user, determine the entry point,
and log the result (successful or unsuccessful) in
the system log.

BigaaneHoro goctyny go VPC B TectoBomy
pexumi abo 6e3nocepefHbO Ha ManaaHYMKy
BukoHaBus, nonepeavBwmn BukoHaBus npo
nepeBipKy He MeHLUe Hixk 3a 10 poGo4mx aHiB.
4.6. XLUOO noBuHeH 3abe3nedyBaTh BUKOHAHHS
BMMOT i3 3aXMCTY NEePCOHanNbHMUX AaHUX 3rigHO

3 3akoHom  YkpaiHm  «[lpo  3axwuct
NnepcoHarnbHUX AaHUX».
Cucrtema 3axucTty iHdbopmauii xXuon NoOBWHHA

3abesneyvyBartu:

4.7. BignosiganbHMMM ocobamu MNOBUHHI  ByTK
po3pobneHi npaBuna po3mexyBaHHA JOCTYMy
KopucTtyBayiB 0o pecypcis XUOL (nopsgok
HafaHHs | po3noain npas agmiHicTpaTopis Ta

posnoin  okpemMux npuBineiB), MNOPSOOK
KOHTPOIIO 32 iX 3aCTOCYyBaHHSM;

4.8. posnogin PYHKLIN agMiHicTpaTopis:
afMiHicTpaTop Oeaneku xyona,
agMinictpatop XUO[;

4.9. po3mexyBaHHs MOBHOBaXeHb  AOCTyny

KopucTyBayiB go pecypcis XUO[ 3rigHo 3
nonitTukoto 6e3neku;

4.10. 3axuct Bi HeCaHKLiOHOBaHOro
BTPy4aHHs B poboTy obnagHaHHa XLIO[;
4.11. nepesipKy UiniCHOCTI Ta npauesgaTHOCTI
K33 XUona;
4.12. 3axuct Big 3arpo3, MOB'A3aHUX i3
NPOHWKHEHHSAM KOMM'FOTEPHUX BipyciB,
KTPOSHCBKUX» MNpOrpamM, 3 BUKOPUCTAHHSM
abo NposiBOM He [OKYMEHTOBaHWX (yHKLiN
abo NoOMUNOK CUCTEMHOro Ta NPWUKNALHOro
nporpamHoro  3abesneyveHHs; npoTugjto
JocTtyny go iHdopmaLii, SKMin OTPUMYETBLCS 3

NOpYLLEHHAM NONiTUKM 6e3neku;

4.13. nepeBipky OOCTyMHOCTi  obnagHaHHsi
XUoOd Tta  BuM3HaAyeHuMx  pecypciB 3
onepaTMBHUM OMOBILLIEHHAM y
aBTOMaTUYHOMY PEXUMI;

4.14. peecTpauilo Ta HaKOMWYEHHS [aHWX
peecTpauii, ueHTpanisoBaHy aBTeHTUdikaLito
KopucTyBadiB npu goctyni Ao pecypcis XLIO
ynpaBriHHS BUAINEHOrO pecypcy;

4.15. posmexyBaHHS iHOPMaLINHNX pecypciB
ans pisHux kopuctysadis XLIO[.

4.16. Bumorn go peectpadii nogin:
peecTpauisa Ai  KOpUCTyBauyiB, Takumx $K
aBTOopM3aLis, cnpoba aBTOpM3alLlii,

BMKOPUCTAHHS CEepBICiB TOLWO Ta MNpOLECIB
3pgiicHioeTbel  6esnepepBHO  LiNoaoboBo
OKPEMUMW MPOrpaMHMMK 3acobammu 3axucty
Ta 36epiraeTbcst NpoTarom 3 Micsuis
CMOCTEPEXEHHA 3a  [JisMyM  KopucTyBava
NMOBMHHO 3a6e3neYnTn MOXNUBICTb peecTpadil
nopAin, Aki BU3Ha4eHi B Nonituui 6esneku Ta gin
kopuctysauvis XLIO[l sacobamu ayouTy Ta ix
aHanis.

4.17. Komnnekc 3acobie 3axucty (K33)
NMoBMHEH 3abe3nevyyBaTu peecTpauilo noain,
wo MawTb 6e3nocepefHe BIOHOLWEHHA [0
Oesnekn Ta HagaBaTM  agMiHicTpaTopy
Ge3nekM MOXNUBICTb Nepernagatv 3anucu
npo ui noaii.

4.18. Tlpn oTpuMMaHHi KopucTyBadem abo
npouecom Aoctyny Ao komnoHeHtis XLO[,
K33 NMOBUHEH ineHTudikyBaTtm Ta
aBTeHTUdikyBatu KopucTtyBava 3
BM3HAYEHHAM TOYKM BXOAy, i 3apeecTpyBaTu



4.19. Logging tools must make it possible to uniquely

identify users or processes associated with
security-related events and determine the date
and time of each event using appropriate
attributes.

4.20. The KZZ must block attempts to carry out threats

(attacks), uniquely identify network entities from
which such actions originated, and identify users
who performed such attempts.

4.21. The security administrator must be able to

5.1.

5.2.

5.3.

5.4.

5.5.

5.6.

5.7.

5.8.

5.9.

periodically review the event log to promptly
detect actions that may qualify as unauthorized
access. The review frequency is determined at
the working design stage. It must be possible to
automatically send specified types of alerts to the
security administrator’s console.

Requirements for the Physical Environment of
the Data Center:
Backup power system redundancy — at least N+1;

Cooling system redundancy — at least N+1;

Physical perimeter security and access control for
the Data Center must be ensured;

A video surveillance system must be in place, with
video archives retained for at least 90 days;

The server room must be equipped with a
grounding bus;

The server room must be equipped with a fire
alarm system based on certified equipment,
including control panels and smoke detectors;

The server room must be equipped with an
automatic gas fire extinguishing system in
accordance with the current design requirements
for buildings and premises hosting computing
systems;

The server room must be equipped with a built-in
or mobile smoke extraction system;

Equipment racks must be arranged in rows in
compliance with “cold aisle” and “hot aisle” layout
requirements;

5.10. Access to the server room must be strictly

restricted. Server room doors must have both a
mechanical lock and an electronic access control
system using contactless cards;

5.11. Power supply to the Data Center must come from

two independent sources (first-category
connection), and the equipment must be
powered by at least two independent power lines;

5.12. Automatic Transfer Switch (ATS) must be present

to automatically switch equipment power to an
active supply line;

pesynbtaT (yCniWHWMA YW HeycChnilHWA) B
CUCTEMHOMY >XypHarii.

4.19. 3acobu peecTpauii MOBWHHI HagaBaTu
MOXIMBICTb OOHO3HAYHO BM3HAYUTH
KopucTyBayiB abo npouecu, ski npuyeTHi oo
nogin, Wwo MarTb 6e3nocepeaHe BiAHOLLEHHS
0o 6esnekun, a TakoX BU3HAYUTK AaTy Ta yac
nogii, BUKOPMUCTOBYIOYM BiAMNOBIAHI aTpubyTu.

4.20. K33 nosuHeH 3abesneynT GNOKYBaHHS
cnpo6 peani3adii 3arpo3 (aTak), 0AHO3HA4YHO
iaeHTUikyBaTN MepexeBi 06’ €KTH, 3 AKMX TaKi
nil  3gincHioBanuCb Ta  KOpUCTyBadiB, LWO
BMKOHanNu Taky cnpooby.

4.21. ApgmiHictpaTtop ©6e3neku NOBMHEH MaTu
3MOry nepioauMYHO KOHTPOMIOBATU XKypHan
peecTpaLii Ana CBOEYaCHOro BUSAABMEHHS Ail,
Lo MOXYTb kBanidikyBatucs AK
HecaHkUioHoBaHun poctyn. [lepiognyHicTb
KOHTPOINIO BM3HAYaETLCS Ha eTani pobo4oro
npoekTty. Mae 6yTv peanisoBaHa MOXIUBICTb

aBTOMaTU4YHOI nepenaui nonepekeHb
3afjaHuX TUMIB Ha KOHCOMb agMiHicTpaTopa
Oesneku.

Bumoru po disnyHoro cepeposuwia LIO[:

5.1. Pe3epByBaHHs cuctemu
XXUBNEHHA — He MeHLue N+1;

5.2. Pe3epByBaHHSA CUCTEMU OXOMNOMAXEHHSA — He
MeHLwe N+1;

5.3. 3abe3neyeHHs izn4HOi OXOPOHW NepUMeTpyY
LIO ta koHTponto goctyny;

5.4. HasBHicTb cuctemm BigeoCnoCTEPEXEHHSA Ta
30epiraHHs Bigeo-apxiBy He meHwe 90 gHiB;

5.5. CepBepHe npumilleHHsa mae 6yt obnagHaHe
LLUMHOIO 323EMITEHHS;

5.6. CepBepHe npumilLeHHs Mae 6yTn obnagHaHe
CUCTEMOIO MOXEXHOI curHanisauii Ha 6asi
cepTudikoBaHoro ycrtatkyBaHHA. [Jo cknagy
CUCTEMW MOBWHHI BXOAWUTU MNpPUAManbHO-
KoHTponbHi npunagn (MMKM) Tta Aumosi
NOXKEeXHi CroBiLLyBavi;

5.7. CepBepHe MpuUMIlLEHHA MOBUHHO  OyTK
obnagHaHe CUCTEMOLO aBTOMaTU4YHOro
rasoBOro MOXEXOraciHHs, 3rigHO 3 YMHHUMU
BMMOramyv 3 MpOEKTyBaHHA OyauHKIB i
NpuMiLLEHb ANS 0BYMCIIOBaNbHUX CUCTEM;

5.8. CepBepHe MpUMILLEHHS  MOBUHHO  ByTK
obnagHaHe cuctemor BOygoBaHow abo
nepecyBHOK YCTAHOBKOK BUAANEHHSA ANMY;

5.9. Crinki 3 obnagHaHHAM MNOBMHHI  OyTK
BCTaAHOBIEHI B pAaW 3 AOTPMMaHHAM BUMOT
(OPMYBaHHSI  «XOMOOHMX» Ta  «rapsvmx»
Kopuoopis;

5.10. [Hoctyn 'y cepBepHe  MPUMILLEHHS
NOBWHHWUI OyTW cTporo obmexeHum. [Bepi
CEPBEPHOrO  MPUMILLEHHST  MOBWHHI  ByTu
obnagHaHHi MeXaHiYHUM 3aMKOM Ta
€IEeKTPOHHMM 3aMKOM C CUCTEMOI LOCTyny
Ha 6a3i 6e3KOHTaKTHOI KapTw;

5.11. EnekTpoXusneHHa NPUMILLLEHHS
JaTaueHTpy Big OBOX He3anexHux mxepen
(nigkntoyeHHs  no  nepwin  karteropii),
obnagHaHHAM noOBMHHO 3abesnevyBaTucs
eneKkTponocTavyaHHsAM Bif LOHaMeHLUe ABOX
He3aneXxXHuX JiHIN XXUBIMEHHS;

5.12. ABP (aBTOMaTu4He BBeOeHHS pe3epBy)
0N aBTOMATUYHOTO NEPEMUKAHHS KMUBIEHHS
ycTaTKyBaHHS! Ha npawue3aaTHui BBif,;

pe3epBHOro



5.13.

5.14.

5.15.

5.16.

5.17.

5.18.

5.19.

6.1.

6.2.

6.3.

Data Center power must be backed up by
uninterruptible power supplies with battery
systems and an autonomous power source
based on a diesel generator set. Autonomous
power redundancy level must be at least N+1;

Fuel reserves in the Data Center must ensure
diesel generator operation at full load for at least
36 hours;

Temperature, lighting, and humidity levels in the
Data Center must comply with sanitary
standards, hardware operating requirements,
and equipment manufacturer specifications;

Access to the building where Data Center
elements are located must be controlled by
security personnel. All Data Center equipment
must be located in a dedicated technical zone to
minimize access by individuals not involved in
equipment maintenance and operation.

Access to the Data Center premises is permitted
only to authorized individuals responsible for
maintenance and equipment configuration
(administrators). If necessary, third-party
individuals may enter only when accompanied by
an authorized person with the appropriate
permission.

To prevent unauthorized access to premises
containing Data Center equipment, they must be
equipped with a security alarm system and video
surveillance. Information about door openings
must be recorded at the security console, with
notifications sent to appropriate qualified
personnel authorized to work with the equipment
and granted access to the technical zone. The
premises must be equipped with ventilation and
fire suppression systems.

The Customer has the right to verify the Data
Center's compliance with the requirements
specified in this Annex directly at the Contractor’s
site, provided that the Contractor is notified at
least 10 working days in advance.

6. Software Requirements:
Only licensed software or open-source software
that does not require licensing shall be used in the
CDPC.

The Contractor shall provide the Customer with
24/7 technical support regarding the Hypervisor
Software, shall maintain partnership relations with
the hypervisor software vendor, and shall have
certified specialists experienced in working with
the virtualization platform / hypervisor software.

Protection of the CDPC against unauthorized
access to information shall be implemented using

5.13. KuBneHHs Loa NOBWHHO oyTn
pesepBoBaHe [gxepenamu 6e3nepebinHoro
XVBMEHHs Ha 6asi akymynatopHux GaTtapen
Ta aBTOHOMHUM [IXXePEeroM XMBMEHHS Ha 6aasi
Oun3enb-enekTpUYHOI CcTaHLUil. PiBeHb
pesepByBaHHS aBTOHOMHOIO gXepena — He
MeHLwe N+1;

514. Banac nanmea B UOO noBuHeH
3abe3nevyBaT 4ac aBTOHOMHOI poboTu
Ou3enb-enekTpMYHOI  CTaHuii nig  NoBHUM
HaBaHTaXXeHHAM He MeHLe 36 roauH;

5.15. TemnepaTtypa, OCBITNIEHHA Ta BOSOrICTb
noBiTps B npumiweHHi LIO[ mae Bignosigatu
BCT@HOBMEHUM BMMOraM LIOAO CaHiTapHUX
HOpM Ta eKkcnnyarauii KOMN'toTEPHOT TEXHIiKU
Ta BUMOram BUpobHuKiB 0bnagHaHHs;

5.16. Bxigp po OyaiBni, Oe pO3MiLLyOTbCS
enemeHT IO, KOHTPONIOETLCA OXOPOHOIO.
Bce o6nagHaHHa LIO[ po3aTawoBylTbCs B
OKPEMOMY MPUMILLIEHHI TEXHOMOTNYHOI 30HN 3
METOK MiHimi3auii 4ocTyny OO MPUMILLEHHS
ocib, gKki He MawTb BiOHOWEHHA [0
o6cnyroByBaHHs Ta ekcnnyaTtauii
obnagHaHHs.

5.17. [Hoctyn [0 nNpUMILLEHHST [O03BOSIEHO
TinbkM ocobam, siki MalTb NPaBo JOCTYNY Ans
noro ob6cnyroByBaHHS Ta HanawiTyBaHHS
obnagHaHHa  (agMmiHicTpatopu). Y  pasi
notpedu CTOPOHHi ocobu NOBMHHi
nepebyBaTy B NPUMILLEHHI TifTbKM Y CynpoBOi
ocobu, ska mMae npaBoO AOCTyny A0 LbOro
npuMilLleHHa 3a  BiAnoBiOHMM  [0O3BOMIOM
KepiBHMLTBA.

518. 3 MeTOoto
HeCaHKLiOHOBaHOMY goctyny oo
NPUMILLEHHS, B  SKOMy  pO3TallOBaHO
o6nagHanHa LO[, ix 06nagHyoTb CUCTEMOIO

3anobiraHHs

OXOPOHHOI  curHanisauii Ta  3acobamu
BigeocnocTepexeHHs. IHdopmadia  wono
BiAKPUBAHHSA nsepen NPUMILLEHHS
iKCyeTbCA  Ha  MynbTi  OXOpPOHM  Ta
30INCHIOETBCS  OMOBIWEHHA  BiANOBIAHMX
cneujanicrTis, AAKi MalTb BiANOBIOHY

kBanicikaujto Ta pgonyweHi go pobotn 3
BigNoBiAHWM 06nagHaHHAM Ta MakTb JOMNYyCK
[0 TEXHOMOriYHOT TepuTopii Ae POo3MilLeHOo
LiOA. MpumiweHHs obrnagHyeTbcA CUCTEMOIO
BEHTUNALIT Ta NOXeXoraciHHs.

5.19. 3amoBHVMK Mae npaBO Ha nNepeBipky
BignosigHocTti LIO[l 3asHayeHVM B LbOMY
OopaTtky Bumoram  6esnocepedHbO  Ha
MangaHumMky  BukoHaBusi, nonepeavBLIn
BukoHaBuUs Npo nepeBipKy He MEeHLUe HiX 3a
10 pob6oumnx gHi..

6. Bumoru go nporpamMHoro 3abe3nevyeHHs:

6.1. B XLUO[ noBuHHO BMKOpPMCTOBYBaTUCh MuLLE
niueHsinHe nporpamHe 3abe3neveHHs, abo
nporpamHe 3abe3neyeHHs 3  BiOKPUTUM
KOOOM, sike He noTpebye niueH3yBaHHS.

6.2. BukoHaBeLb NOBMHEH HagaBaTu 3aMOBHUKY
uinogo6boBy TEXHIYHY NiATPUMKY 3 NUTaHb M3
[inepsisopa, MaTK NapTHepPCbKi BiGHOCUHK 3
BUPOGHNKOM Mn3 rinepsisopa Ta
cepTudikoBaHux ¢haxisuis, WO MatoTb AOCBIA
pobotn 3 nnatdopmoto BipTyanisauii\ 13
rinepsi3opa.

6.3. B3axuct XUOO Big HecaHKUiOHOBaHOro
poctyny o iHpopmaii nosuHeH 6yayBaTucs



software solutions (including specialized network
information security systems and network
data-transfer tools) that provide appropriate
mechanisms (authentication, authorization, and
audit) and secure network services.

7. Service Availability Requirements

Table 2. — Service Availability Requirements:

3 BuKopucTanHam 13  (y
cneuianisoBaHnx CcCUCTEM
iHopmauinHoi  6esnekn Ta
3acobiB  nepepadvi  paHux),  ski
BignoBiaHi MeXaHi3mun
aBTopM3auii  Ta
MepexeBi cepicu.

TOoMy

ayanty) Ta

7. Bumoru go poctynHocTi Mocnyr

Tabnuusa 2. — Bumoru 4o 4OCTYMHOCTi NOCNyT:

N Parameter Name/ Value/
o
Has3Ba napametpy 3Ha4yeHHsA
Maximum allowable percentage of unplanned Service unavailability/

1 MakcumanbsHo AonycTUMKI BiACOTOK Yacy aBapilHOT HEAOCTYMHOCTI 0.05% (260 minutes per year)/
Mocnyru 0,05 % (260 xBUNWH Ha pik)
Maximum allowable percentage of unplanned Service quality

2 degradation/ MakcumanbHO JOMYCTUMWIA BIACOTOK Yacy aBapinHOro 0.06% (300 minutes per year)/
noripLueHHs skocTi MNocnyru 0,06% (300 xBUNWH Ha PiK)
Total percentage of planned Service unavailability (within the

3 maintenance window)/ CymapHui BiacoTok 4acy nnaHosoi HegocTtynHocTi | 0.11% (600 minutes per year)/
Mocnyru (y Mexax BikHa obCrnyroByBaHHs) 0,11% (600 xBUNWH Ha PiK)
Total percentage of planned Service quality degradation (within the

4 maintenance window)/ CymapHui BifCOTOK Yacy NnaHOBOro NOripLUeHHs 0.11% (600 minutes per year)
sikocTi Mocnyrm (y Mexax BikHa 06cnyroByBaHHS) 0,11% (600 xBUNWH Ha PiK)

The total Service unavailability time is calculated proportionally to the duration of Service provision under the

Contract./

CymapHuii Yac HeJOCTYMHOCTI MOCIYM PO3PaxoBYETLCS NPONOPLINHO TEPMiHY HagaHHsA MNocnyr no [Jorosopy.

8. Requirements for Response and Resolution of
Customer Requests

8. Bumoru go peakuii Ta BUpilLeHHsA 3anuTiB
3aMOBHUKaA

Table 3. — Requirements for Response and Resolution of Ta6nuusa 3. — Bumoru go peakuii Ta BMpilleHHSA 3anuTiB

yueni
MepexeBoi
MepexeBux
MaTb
(aBTeHTUiKaUIT,
3aXULLEHI

Customer Requests:

3aMOBHMUKa:

Max Resolution

Time Maximum Resolution
Request Type/ Schedule/ Max Response Time (80% of requests)/ | Time (99% of requests)/
Twn 3anuty PernameHTt Makc. yac peakuii Makc. yac Makc. yac BUKOHaHHA
BUMKOHaHHA (99% 3anwuTiB)
(80% 3anwuTiB)
Incident/ IHUMgeHT 24/7 30 minutes/ 3 hours/ 12 hours/ 12 roguH
30 xBunuH 3 roguHun

Change/ 3miHa

Business hours/
bisHec-4ac

2 business-hours/
2 BGi3Hec-roguHu

8 business-hours/
8 bisHec-rognH

55 business-hours/
55 bisHec-roguH

Consultation/
KoHcynbrauin

Business hours/
bisHec-4ac

2 business-hours/
2 BGi3Hec-roguHu

12 business-hours/
12 Gi3Hec-roaunH

60 business-hours/
60 bisHec-roguH




