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Supplier details 

 

Technology Services 2 Agreement RM3804 
Framework Schedule 4 - Annex 1 

 

Order Form 
 

In this Order Form, capitalised expressions shall have the meanings set out in Call Off Schedule 1 
(Definitions), Framework Schedule 1 or the relevant Call Off Schedule in which that capitalised 
expression appears. 

 
The Supplier shall provide the Services specified in this Order Form to the Customer on and subject 
to the terms of the Call Off Contract for the duration of the Call Off Period. 

 
This Order Form should be used by Customers ordering Services under the Technology Services 
2 Framework Agreement ref. RM3804 in accordance with the provisions of Framework Schedule 5. 

 
The Call Off Terms, referred to throughout this document, are available from the Crown Commercial 
Service website http://ccs-agreements.cabinetoffice.gov.uk/contracts/rm3804 

 

The Customer must provide a draft Order Form as part of the Further Competition Procedure. 
 
 
 

Section A 
General information 

This Order Form is issued in accordance with the provisions of the Technology Services 2 
Framework Agreement RM3804. 

 

Customer details 

Customer organisation name 
Food Standards Agency 

Billing address 
Your organisation’s billing address - please ensure you include a postcode 
Foss House, Kingspool, Peasholme Green, York, YO1 7PR 

Customer representative name 
The name of your point of contact for this Order 
Rose Oliver 

Customer representative contact details 
Email and telephone contact details for the Customer’s representative 
ODD.Contracts@food.gov.uk 

 

http://ccs-agreements.cabinetoffice.gov.uk/contracts/rm3804
mailto:ODD.Contracts@food.gov.uk
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Framework Lot under which this Order is being 
placed 
Tick one box below as applicable (unless a cross-Lot Further 
Competition) 

Customer project reference 
Please provide the customer project reference 
number. 

1. TECHNOLOGY STRATEGY & SERVICES DESIGN ☐ FS430634 

2. TRANSITION & TRANSFORMATION ☐ Call Off Commencement Date 

3. OPERATIONAL SERVICES The date on which the Call Off Contract is formed 
– this should be the date of the last signature on 

Section E of this Order Form 
a: End User Services ☐ 

b: Operational Management ☒ 
01/09/2021 

c: Technical Management ☐ 

d: Application and Data Management ☐ 

4. PROGRAMMES & LARGE PROJECTS 
 

a. OFFICIAL ☐ 

a. SECRET (& above) ☐ 

 

Supplier name 
The Supplier organisation name, as it appears in the Framework Agreement 
Methods Business and Digital Technology Limited 

Supplier address 
Supplier’s registered address 
Saffron House, 6-10 Kirby Street, London EC1N 8TS 

Supplier representative name 
The name of the Supplier point of contact for this Order 
Tony Dawson 

Supplier representative contact details 
Email and telephone contact details of the supplier’s representative 
operations@coreazure.com 

Order reference number or the Supplier’s Catalogue Service Offer Reference Number 
A unique number provided by the supplier at the time of the Further Competition Procedure 
Please provide the order reference number, this will be used in management information provided by suppliers to assist 
CCS with framework management. If a Direct Award, please refer to the Supplier’s Catalogue Service Offer Reference 
Number 

 
N/A 

 

Section B 
Overview of the requirement 

 

mailto:operations@coreazure.com
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Call Off Contract Period (Term) 
A period which does not exceed the maximum durations specified per Lot below: 

Lot Maximum Initial 
Term – Months 

(Years) 

Extension Options – 
Months (Years) 

Maximum permissible 
overall duration – Years 

(composition) 
1 24 (2) - 2 
2 36 (3) - 3 
3 60 (5) - 5 
4 60 (5) * 12 + 12 = 24 (1 + 1 = 2) 7 (5+1+1) * 

 
* There is a minimum 5 year term for this Lot 

 

Call Off Initial Period Months 
24 Months 

Call Off Extension Period (Optional) Months 
12 Months (1 X 12 month extensions) 

 

Minimum Notice Period for exercise of Termination Without Cause 90 
(Calendar days) Insert right (see Call Off Clause 30.7) 

 

Additional specific standards or compliance requirements 
Include any conformance or compliance requirements over and above the Standards (including those listed at paragraph 
2.3 of Framework Schedule 2) which the Services must meet. 
List below if applicable 
No Additional Standards Applicable 

 
Customer’s ICT and Security Policy 
Please see Supporting documents: 
FS430634_018 FSA Patching Policy Sept 2019 1.1 
FS430634_014 FSA IT Acceptable Use Policy Nov 2020 v3.2 
FS430634_013 FSA Supplier Access Policy August 2019 v1 
FS430634_009 FSA Security Incident Procedure 2019 
FS430634_006 FSA Acceptance Into Service Procedure 
FS430634_007 FSA Change Management Procedure 
FS430634_008 FSA Incident Management Procedure 
FS430634_010 FSA Problem Management Process 
FS430634_011 FSA Knowledge Management Procedure 
FS430634_012 FSA Service Asset & Configuration Mgt Procedures 
FS430634_016 FSA Request Fulfilment 

 
Security Management Plan 
The Supplier will create an information Security Management Document Set to document how they will comply with 
the specific FSA security requirements to be approved by the Head of Security at the FSA. This will be completed as 
part of On-boarding the supplier before the service begins. 

 
 
 
 

Section C 
Customer Core Services Requirements 

Please provide details of all Services required including the locations where the Supplier is required 
to provide the Services Ordered. 
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Location/Site(s) for provision of the Services 
This service will be delivered remotely by the Supplier, with the occasional requirement to visit 
FSA Offices/Sites. 

Additional Clauses (see Annex 3 of Framework Schedule 4) 
This Annex can be found on the RM3804 CCS webpage. The document is titled RM3804 
Alternative and additional t&c’s v4. 
Those Additional Clauses selected below shall be incorporated into this Call Off Contract 

Applicable Call Off Contract Terms Optional Clauses 
Can be selected to apply to any Order 

Additional Clauses and Schedules 
 
Tick any applicable boxes below Tick any applicable boxes below 

A: SERVICES – Mandatory 
The following clauses will automatically 
apply where Lot 3 services are provided 
(this includes Lot 4a & 4b where Lot 3 
services are included). 

C: Call Off Guarantee ☐ 

☒ 
D: Relevant Convictions ☐ 

A3: Staff Transfer 
E: Security Requirements ☒ 

 
Services 
List below or append as a clearly marked document to confirm the Services which the Supplier shall provide to the 
Customer (which could include the Customer’s requirement and the Supplier’s response to the Further Competition 
Procedure). If a Direct Award, please append the Supplier’s Catalogue Service Offer. 

 
Please see Annex A for the Specification of Requirements, the Suppliers responses to the ITT and 
any post tender Clarifications. This make up the services to be carried out under this contract. 

 
On occasion the FSA may require the supplier to engage on project work as part of this service, 
but not covered by the monthly service charge. This shall be commissioned using the work 
package template found under Annex B. 

 
The contract includes a full copy of the ITT response forms submitted by Methods and CoreAzure 
(including Operational, Service, Transformational and Commercial requirements). Collectively 
they form a useful record of how we have proposed to address the ITT requirements set out in the 
Business Requirements Section of the FSA Cloud Service Management Requirements 
Specification document version 2 (Reference: FS430634_001). 

 
It should be noted however, that there are questions included within the ITT that do not relate to 
baseline contractual requirements and, to be properly fulfilled by the supplier, may either need to 
be resourced from the project allocation (or subject to change control), or to be completed have 
dependencies that are beyond the control of supplier. As such, not all of the statements covering 
service descriptions and commitments contained within the ITT response reflect a contractual 
commitment by the supplier. All statements regarding Methods and CoreAzure’s capabilities within 
the ITT are an accurate reflection regardless of baseline or extended scope and/or project 
dependencies. Methods and CoreAzure’s commercial response to Section 6 contains details of 
the baseline and capped services that are within scope of this agreement. 
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A4: Exit Management 

 
F: Collaboration Agreement 

A: PROJECTS - Optional Where required please complete and append to this ☐ 
Order Form as a clearly marked document (see Call 
Off Schedule F) 

A1: Testing ☐ 
 

A2: Key Personnel ☒ G: Security Measures ☐ 

 
B: SERVICES - Optional 
Only applies to Lots 3 and 4a and 4b 

 
H: MOD Additional Clauses ☐ 

B1: Business Continuity and Disaster ☒ 
Recovery 

 
B2: Continuous Improvement & ☒ Alternative Clauses 

Benchmarking 
 

B3: Supplier Equipment ☐ 
To replace default English & Welsh Law, Crown 
Body and FOIA subject base Call Off Clauses 

 
B4: Maintenance of the ICT Environment ☒ Tick any applicable boxes below 

 
B5: Supplier Request for Increase of the ☐ Scots Law ☐ 

Call Off Contract Charges Or 
 

B6: Indexation ☐ Northern Ireland Law ☐ 
 

B7: Additional Performance Monitoring 
☐ Non-Crown Bodies ☐ 

Requirements 
 

Non-FOIA Public Bodies ☐ 

Collaboration Agreement (see Call Off Schedule F) This Schedule can be found on the RM3804 
CCS webpage. The document is titled RM3804 Collaboration agreement call off schedule F v1. 

 
Not Applicable 

 
Licensed Software Where Software owned by a party other than the Customer is used in the delivery of the 
Services list product details under each relevant heading below 

 

Supplier Software Third Party Software 
Not Applicable Not applicable 

Customer Property (see Call Off Clause 21) 
Items licensed by the Customer to the Supplier (including any Customer Software, Customer 
Assets, Customer System, Customer Background IPR and Customer Data) 
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List below if applicable 
ServiceNow Licenses. 
Any Devices Shared with the supplier to enable them to carry out aspects of the contract. 

Call Off Contract Charges and Payment Profile (see Call Off Schedule 2) 
Include Charges payable by the Customer to the Supplier (including any applicable Milestone 
Payments and/or discount(s), but excluding VAT) and payment terms/profile including method of 
payment (e.g. Government Procurement Card (GPC) or BACS) 
List below or append as a clearly marked document. If a Direct Award, please append the Price Card attached to the 
Supplier’s Catalogue Service Offer. 
On-Boarding costs: 
The On-Boarding cost for this service will be £39,825, based on the On-Boarding Commercial 
template attached. 

 
001-FS430634_-_On-B 
oarding_commercial_ 

 
Monthly Charges: 
The initial monthly charge for this service will be £30,070 based on the Initial Monthly Costs 
Commercial Template attached. 

 
002-FS430634_-_Initial 
_Monthly_Costs_comm 

 
Payments will be made by BACS, monthly in arears. Invoices will be submitted to accounts- 
payable.def@gov.sscl.com with a copy sent to ODD.Contracts@food.gov.uk. All invoices must 
contain a Valid PO number and reference FS430634. 

Undisputed Sums Limit (£) £30,070 
Insert right (see Call Off Clause 31.1.1) 

Delay Period Limit (calendar days) NA 
Insert right (see Call Off Clause 5.4.1(b)(ii)) 

Estimated Year 1 Call Off Contract Charges (£) £900,000. 
For Call Off Contract Periods of over 12 Months This estimate includes £400,000 for 

On-boarding and monthly service 
charge, and £500,000 for project 
work expected to be carried out in 
year 1. 

Enhanced Insurance Cover 
Where a specific Call Off Contract requires a higher level of insurance cover than the £1m default in Framework 
Schedule 14 please specify below. 

 
No Enhanced Insurance Cover required. 

mailto:payable.def@gov.sscl.com
mailto:ODD.Contracts@food.gov.uk
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Transparency Reports (see Call Off Schedule 6) 
If required by the Customer populate the table below to describe the detail (titles are suggested examples) 

 
To be agreed between FSA and Methods during On-Boarding of the service 

Quality Plans (see Call Off Clause 7.2) 

Time frame for delivery of draft Quality Plans from the Supplier to the Customer To be agreed 
– from the Call Off Commencement Date (Working Days) between FSA 
Where applicable insert right and Methods 

during On- 
boarding of the 

service 
Implementation Plan (see Call Off Clause 5.1.1) 

Time frame for delivery of a draft Implementation Plan from the Supplier to the To be agreed 
Customer – from the Call Off Commencement Date (Working Days) between FSA 
Where applicable insert right. If a Direct Award, please append the Implementation Plan and Methods 
attached to the Supplier’s Catalogue Service Offer. during On- 

boarding of the 
service. 

BCDR (see Call Off Schedule B1) 
This can be found on the CCS RM3804 webpage. The document is titled RM3804 
Alternative and additional t&c’s v4. 

 

Time frame for delivery of a BCDR Plan from the Supplier to the Customer – 
from the Call Off Commencement Date (Working Days) 45 days 
Where applicable insert right 

 
Disaster Period (calendar days) 
Services with availability SLAs for 24/7/365 = 1 working day 
All other services = 2 working days. 

GDPR (see Call Off Clause 23.6) 
Please see Schedule 7 appended to this order form. 

 
 

 
Supplier Equipment (see Call Off Clause B3) 
This can be found on the RM3804 CCS webpage. The document is titled RM3804 Alternative and 
additional t&c’s v4. 

 
Not Applicable 

Key Personnel & Customer Responsibilities (see Call Off Clause A2) 
List below or append as a clearly marked document to include Key Roles 

 
Key Personnel Customer Responsibilities 
List below or append as a clearly marked document to List below or append as a clearly marked document include Key Roles 
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Head of Managed Service: John Burley. Click here to enter text. 
Client Representative: Tony Dawson 

Relevant Conviction(s) 
Where applicable the Customer to include details of Conviction(s) it considers relevant to the nature of the 
Services. 
List below or append as a clearly marked document (see Call Off Clause D where used) 
Not Applicable 

Appointment as Agent (see Call Off Clause 19.5.4) 
Insert details below or append as a clearly marked document 

 
Not Applicable 

 

SERVICE LEVELS AND SERVICE CREDITS (see Part A of Call Off Schedule 3) 
 

Introduction 
Suppliers will be required to provide the Incident Management element of this 

agreement using the following parameters: 

• Core or ‘working’ hours 7:00am to 8:00pm Monday to Friday 
 

• Non-core 8:00pm to 7:00am Monday to Friday plus weekends and bank holidays 
 

There will be no Service Credit/Debit regime associated with this call-off. Instead the 

target achievement levels detailed in Table A will attract failure points where resolution 

targets are not met. Performance against SLAs must be monitored and reported on by 

the Supplier. The Supplier must also identify why they have not been achieved and what 

plans are being instigated to ensure that this does not continue. 

 
 

Incident Management 
 

The following are the minimum performance levels that the Supplier should deliver to. 

The Supplier will be expected to report on these monthly and provide further details 

should one of these minimums not be achieved (i.e. attend Post Incident Reviews, 

provide Root Cause, Resolution, Avoidance and Remediation….): 

Standard Incident Management Responsibilities for all suppliers include: 
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Severity Description 

Target to 
Response be 

Resolution 
Time achieved 

Time 
in month 

 
• Raising and maintaining incidents 

 
• Triaging and prioritising incidents 

 
• Providing regular and comprehensive updates 

 
• Ensuring 3rd parties are provided with necessary information to enable resolution 

of incidents 

The Supplier will carry out all Incident Management duties in accordance with the FSA’s 

documented Incident Management procedures. 

In the event of a P1 or P2 Incident major incident processes will be invoked, Supplier 

shall conduct a formal Problem Management review, which shall include undertaking a 

root cause analysis (“RCA”) to determine the underlying cause of the Incident and 

providing guidance to support any activity required to amend the underlying cause. 

 
 

Allocation of Incident levels (P1 – P4) will be done using the following table: 

Table A – Incident Severity 

 
 
 
 
 
 
 
 

Severe business disruption: 

business unit or sub-unit 

P1 unable to operate, critical 

components failed. Failure to 

meet technological minimums. 

15 Minutes 

from 

assignment 

of issue 

4 hours No more 

than 1 

failure 

Major business disruption: 

P2 critical user(s) or user group 
unable to operate, or business 

unit experiencing significant 

1 hour from 

assignment 

of issue 

8 hours 

for critical 

services, 

8 working 

No more 

than 1 

failure 
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reduction in system 

performance. 

 
 

Minor business disruption: 

single user unable to operate 
P3 

with no circumvention available 
 
 

Minor disruption: single user or 
user group experiencing 

P4 
problems, but with 

circumvention available 

 
 
 
 
 
 

0.5 working 

day from 

assignment 

of issue 

1 working 

day from 

assignment 

of issue 

hours for 

non- 

critical 

services 

3 working 

days 

 
 
 

3 working 

days 

 
 
 
 
 
 

Either 

90% or 

above 

OR no 

more 

than 2 

failures 

 

*The Resolution Time starts when the incident is raised in Service Now and ends when 

the Incident is Resolved. 

Adherence to incident management responsibilities will also be assessed via reviews of 

completed incidents. 
 

Request Management 
 

The following are the minimum performance levels that the Supplier should deliver to. 

The Supplier will be expected to report on these monthly and provide further details 

should one of these minimums not be achieved 

Standard Request Management Responsibilities for all suppliers include: 
 

• Carrying out request tasks within the allocated timescales 
 

• Providing regular and comprehensive updates 
 

The Supplier will carry out all Request Management duties in accordance with the FSA’s 

documented Request Management procedures. 



11 
RM3804 Order Form v4 - August 2019 

 

 

Description 
Target to be 

achieved in month 

 
 

Description Resolution Time 
Target to be 

achieved in month 

Ensure changes are raised and 

submitted for any requests raised 

(except where agreed exceptions) 

5 working days 100% 

 
 

AD and Application Management 
 

The following are the minimum performance levels that the Supplier should deliver to. 

The Supplier will be expected to report on these monthly and provide further details 

should one of these minimums not be achieved. 

Note: FSA’s Patching policy is separate to these SLA, please refer to FS430634_018 

FSA Patching Policy Sept 2019 1.1 
 
 
 
 

Hosted/SaaS/Configured server applications on the FSA 

estate are maintained at N-1 (except where agreed 

exceptions) 

100% 

implementation for 

security patches / 

minor versions 

Deployment plan 

within 1 month for 

major versions 

Windows AD Function Level are maintained at N-1 standard 100% 

implementation for 

security patches / 

minor versions 
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Commercially Sensitive information 
Any information that the Supplier considers sensitive for the duration of an awarded Call Off Contract 
Click here to enter text. 

 
Deployment plan 

within 1 month for 

major versions 

 
 
Additional KPIs 

 
The Supplier will be required to demonstrate, monthly, that they are meeting the 
following KPIs (via suitable management information): 

• Performance management of the FSA’s Microsoft 365 tenants – Reporting of 
health and quality, compliance, usage and security. 

• RCA within 3 working days for P1 and P2 incidents. 
• Report on failed changes or changes causing issues with reasons. 

 

Notes 
 
As new technologies are introduced / transitioned to, the FSA reserve the right to 
introduce new SLAs to reflect these. New SLA’s will be mutually agreed between the 
FSA and the Supplier prior to their introduction. 

Additional Performance Monitoring Requirements 
Technical Board (see paragraph 2 of Call Off Schedule B7). 
Not Applicable 

 
 

Section D 
Supplier response 

Suppliers - use this section to provide any details that may be relevant in the fulfilment of the 
Customer Order 
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Total contract value 
Please provide the total contract value (for the Call Off Initial Period) as detailed in your response to the Customer’s 
statement of requirements. If a Direct Award, please refer to the Price Card as attached to the Supplier’s Catalogue 
Service Offer. 
The Contract value is capped at £1,800,000 for the initial contract term, covering the Monthly service 
charge and capacity for contract related project work. The FSA and Methods will agree additional 
capacity as part of any variations to extend this agreement. 
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SIGNATURES 

 
 

Section E 
Call Off Contract award 

This Call Off Contract is awarded in accordance with the provisions of the Technology Services 2 
Framework Agreement RM3804. 

 
The Supplier shall provide the Services specified in this Order Form to the Customer on and subject 
to the terms of this Order Form and the Call Off Terms (together referred to as “the Call Off Contract”) 
for the duration of the Call Off Contract Period. 

 

 

For and on behalf of the Supplier 

Name Mark A Hewitt 

Job role/title COO 

Signature           xxxxxxxxxxx 

Date 14th September 2021 
 
 

For and on behalf of the Customer 

Name 
 

Job role/title 

Signature 

Date 

Craig Thomas 

Head of Finance and Performance 
 
xxxxxxxxxxxxxxx 
 
16th September 2021 
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CALL OFF SCHEDULE 7: SCHEDULE OF PROCESSING, PERSONAL DATA AND DATA 
SUBJECTS 

 
 

Description Details 

Subject matter of the processing There is no foreseen requirement of processing 
personal data under this contract, however the 
supplier will have access to personal data captured 
in ServiceNow, Active Directory and Microsoft 365 
Admin Center. 

As this contract is for the support of Cloud Service 
Management it may be that the supplier is required 
to investigate certain incidents that include personal 
data. 

Duration of the processing Processing will take place over the duration of the 
contract. This is due to expire on the 31/08/2023 
with an opportunity to extend by another 1 year 
(+1). 

Nature and purposes of the 
processing 

Microsoft 365: Name and FSA e-mail address are 
captured and stored in the Microsoft licensing admin 
portal for FSA. It is used to track the number of 
Microsoft licenses purchased and who they are 
assigned to in FSA. 

Service Now: Personal and staff data is captured 
and stored in the FSA’s ServiceNow for the purpose 
of facilitating IT support at the FSA. It is used to log 
and track problems / incidents, as well as requests 
for staff equipment and specialist software. 

Active Directory: Staff data is stored in AD and is 
used primarily to authenticate users and endpoints 
in a windows domain. 

The supplier will not be required to contact the end 
users directly as this is managed by the FSA’s 
Service Desk supplier. 

Data is stored in the FSA’s ServiceNow, M365 and 
AD instances and no processing of personal data 
will take place outside of this, meaning there is no 
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 destruction of data required after this contract has 

expired. 

The supplier will be required to operate projects on 
behalf of the Agency. Should personal data be 
accessed it will be done so via FSA’s infrastructure. 

Type of Personal Data Name, home address, personal phone number 
 
Staff data includes Name, Job Title, Department, 
staff Number, Grade, Work email and phone 
number, work location, Company and Manager. 

Categories of Data Subject Staff, contractors and suppliers. 

Plan for return or destruction of the 
data once the processing is 
complete UNLESS requirement 
under union or member state law to 
preserve that type of data 

Data will not be retained by the supplier. 

Personal data held by the supplier outside of the 
FSA infrastructure is required to be destroyed upon 
project completion. 
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Annex A – Specification of Requirements and Methods ITT Response. 
 
 

1 Statement of Requirements Purpose 

The purpose of this document is to detail the business requirements for the provision of [Title], the 
operation and continual improvement of the interface between the technology infrastructure and 
business applications. 

Cloud Service Management (CSM) focusses on maintaining application and data spaces and 
containers, specifically Microsoft 365. Its primary focus is on enabling FSA to make the 
best use of its Microsoft cloud service offerings, facilitate and provide platform support for 
application migrations from server-based Infrastructure as a Service (IaaS) to Platform and 
Software as a Service solutions (PaaS and SaaS). 

The CSM supplier will work closely with the Cloud Infrastructure and Endpoint 
Management suppliers and with the FSA’s own Openness Digital and Data (ODD) teams - 
including IT, Digital, Security and Data - and their development partners to ensure that line 
of business applications and services integrate into the overall IT architecture and that 
there is a joined-up, service-based support across diverse services. 

The CSM supplier will provide technical support for our Microsoft 365 environment, 
including Exchange, SharePoint Online Services and Microsoft Teams, and will work 
alongside the FSA teams to provide new functionality and services to FSA end users in 
line with the Industry Roadmaps. This will include development and adoption of cloud 
services both within the Microsoft Azure and 365 tenancies and with other providers. 

Microsoft 365 support includes support and maintenance for the FSA’s Active Directory 
infrastructure and leading the transformation from an on-premise driven hybrid 
environment to Azure AD first. 

The FSA has transformed our ways of working to become a primarily home and multi-site location 
organisation. Whilst Covid-19 has accelerated this, our expectation is this progression will continue with 
fewer staff using office space and on a more infrequent basis. 

FSA operates in an environment where 24/7 management is necessary to ensure 
availability of services across the full extent of varied working days. We cannot rely on 
“office hours” detection of service failures as this has a significant impact on FSA 
productivity. 

 
2 Background 

The Food Standards Agency is a non-ministerial government department of over 1300 
people, with a big vision – to drive change in the food system so that it delivers “food we 
can trust”. As the country has now left the EU, the scale of this challenge cannot be 
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underestimated, and our primary goal is to continue to protect public health and UK 
consumers’ wider interest in food. 

The context in which we operate has transformed and continues to change at an 
unprecedented rate. Digital is the primary way we carry out our work. It is key to achieving 
our ambitions and transforming the way we do business. We continually strive to provide 
better online services to external stakeholders and internal customers to achieve faster 
and more effective models of delivery at optimal cost. 

Our Digital services are supported by a number of specialist delivery partners providing 
Data Centre Hosting, End User Compute, Service Desk, Wide Area Network, LAN, 
Application Support, Telephony and Videoconferencing. At the heart of that arrangement 
is an internal team with the knowledge of our business, our systems and our obligations to 
enable them to integrate and manage the quality of our services. Key to the success of 
this multi-vendor model is Support Partner willingness and commitment to work in 
partnership, collaborating autonomously with other third-party suppliers within a culture of 
trust and shared goals. 

The current disaggregated contract model has been in place since 2017. As the composite 
contracts are approaching their maximum term, the FSA has taken the opportunity to 
review and reconfigure the structure of our contracts and ensure our specifications align 
with business needs. The output of this review can be found in the FSA’s Evergreen IT 
Roadmap document [See FSA30634_015 ODD IT Evergreen Technology Roadmap]. This 
sets out our revised service groupings and our core principles for future digital service 
development, delivery and support. 

Our goal is to be ‘evergreen’, perpetually updating and improving our services, continuing 
to adapt to business and political change, and adopting new technologies as they emerge. 
We look to our support partners to be equally flexible and innovative in their approach to 
delivery, with a strong focus on continuous improvement and quality of service. One of the 
key benefits of a multi-vendor model is the opportunity to work with specialist suppliers. 
We want to be guided by expert advice and encourage our support partners to make 
recommendations based on their experience and a shared desire to improve and evolve. 

 
             FSA Transparency 

The Agency is committed to openness, transparency and equality of treatment to all 
support partners. As well as these principles, for science projects the final project report 
will be published on the Food Standards Agency website (www.food.gov.uk). 

In line with the Government’s Transparency Agenda which aims to encourage more open 
access to data held by government, the Agency is developing a policy on the release of 
underpinning data from all of its science and evidence-gathering projects. Underpinning 
data should also be published in an open, accessible, and re-usable format, such that the 
data can be made available to future researchers and the maximum benefit is derived from 
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it. The Agency has established the key principles for release of underpinning data that will 
be applied to all new science- and evidence-gathering projects which we would expect 
support partners to comply with. These can be found at http://www.food.gov.uk/about- 
us/data-and-policies/underpinning-data. 

 
 

3 Commercial Approach 

FSA are looking to award a contract term for 2 years with a 1-year optional extension (i.e., 
2+1), subject to satisfactory performance. The maximum contract duration is 3 years. 

 
As part of this tender process FSA will not publish finances relating to existing actuals of 
incumbent suppliers or approved budget for 21/22. FSA will require the Support Partner to 
develop monthly costs for the supporting information that will be provided with the Tender. 

 
 
 

4 General Specification 

This group of services sits within the overall IT Governance architecture below: 

Service Groups 

Endpoint Management Cloud Infrastructure 
Management 

Connectivity 
Management 

Service Desk 

Data and Application Strategy 
 

Driver 

Technology Strategy and Service Ownership 
 

Direction 

Empowerment 
 
Contract & Financial Management 

 
 
 
 
 
 

Cloud Service 
Management 

Security M
anagem

ent 

Com
pliance 

IT
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Endpoint Management 

 
(Tender Closed) 

What do we provide? Ensure that users of FSA IT 
are provided with the devices and endpoint software 
required to do their job and that this is properly 
secured, managed and when necessary, replaced. 

Cloud Service 
Management 

 
(This Tender) 

What do we use it to do? The primary focus is 
enabling FSA to make the best use of cloud service 
offerings and facilitate and implement application 
migration from server based IaaS to Platform and 
Software services, as well as the ongoing 
management and improvement of our Microsoft 365 
environment 

Cloud Infrastructure 
Management 

 
(Tender Closed) 

Where do we keep it? The maintenance and 
improvement of those data storage 
services. Management of the overall Azure 
tenant architecture, its subscriptions, resource 
groups, service monitoring, security and 
reporting and enabling functionality to extend or 
be replicated across multi-cloud environments. 
Responsibility also sits here for maintaining the FSA’s 
test and development environments. 

Connectivity 
Management 

 
(Tender Closed) 

How do we get to it? FSA requirements have 
moved on from the traditional corporate LAN/WAN 
infrastructure to prioritise the ability to connect 
to Microsoft 365, Azure and other Cloud Services 
from any location. 

Service Desk 
 

(Tender Closed) 

Who do I call when it breaks? Service Desk is 
critical to the day-to-day support for end users, but 
equally manages the toolset for capturing, storing and 
managing service information. 

 
This will continue, alongside a strategic aim to 
automate workflows and encourage increasing user 
self-service through a growing knowledge base and 
increased use of artificial intelligence tools in support 
of this. 

 

     In Scope 
 

The following high-level areas are in scope: 

1. Software and Platform as a Service Environments in Microsoft 365 and online 
Office 365 applications 
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2. Collaboration Tools, including Microsoft Exchange, Teams and SharePoint Online 

3. Microsoft Power Platform (Power BI, Power Apps and Power Automate) 

4. Azure and Windows Active Directories 

5. Identity Integration and access to third party services 
 

    Out of Scope 
 

1. Support for the following is the responsibility of FSA ODD and development 
partners: 

a. Solution, application and database development, bespoke code and 
repositories. 

b. Custom Microsoft 365 and Power Platform developments, including 
individual SharePoint sites, Power Apps and Power BI solutions. 

2. Deployment and updating of the desktop and mobile editions of Office 365 
applications (including WVD specific editions) is supported by the Endpoint 
Management supplier, as is the support of client hardware and Operating 
Systems. 

3. Active Directory user account administration will be the responsibility of the 
Service Desk. 

4. ServiceNow application, support, maintenance, and licenses. The FSA has its own 
ServiceNow instance which is supported and maintained. 

 
    Constraints 

 
1. Due to Covid-19 emergency restrictions on occupancy, distancing and travel, 

access to our offices is likely to be restricted in the short to medium term. 
 

5 Business Requirements 

     Overview 
 

The FSA requires a Support Partner to provide end to end management of its cloud 
hosted business services and directory services as part of a cloud first IT Architecture, 
ensuring the accessibility, performance and continual improvement of services across a 
lifecycle geared towards the needs of users in a flexible and mobile-working environment. 
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The Support Partner will need to work in a multi-supplier model, working in collaboration 
with other support partners and FSA teams. The FSA IT team will provide the overall 
management and strategy for both technical architecture and service management. 

The Support Partner will work with the FSA service management team and other support 
partners to deliver value to customers, optimise efficiency and ensure continual 
improvement, working to ITIL principles and ensuring that their practices reflect all aspects 
of the ITIL service lifecycle. 

 
    Service Metrics 

 
FSA currently has approximately 1300 members of staff, all of whom are currently working 
remotely or from home. In line with Our Ways of Working and estates strategies it should 
be assumed that this work pattern will predominate in future. 

We also provide Services and Active Directory accounts for c700 Operational Contract 
Staff who are not directly employed by FSA. 

 
    Pre-Qualification 

 
It is important that the Support Partner can answer yes to all pre-qualifications which are 
part of the overall tender questions. If the Support Partner is unable to answer yes, then 
the Support Partner will be asked not to respond to FSA’s tender: 

1. Experience of supporting Microsoft 365 and Azure services for UK central or local 
government customers. 

2. Agreement to use FSA’s ServiceNow service desk solution as the primary ticketing 
service and to work with all other disaggregated FSA Support Partners. 

 
 

6 Operational Requirements 
 

Service Requirement 

1. Microsoft 365 Support and operation of the FSA’s Microsoft 365 
tenants. This will include initiating the response to 
Microsoft Service Health notifications, taking the 
lead role in Incident/ Problem resolution and 
support escalation with Microsoft when required. 
(See Error! Reference source not found.). 

End to end support of the FSA’s Exchange 365 
environment, including implementation of mail flow 
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Service Requirement 

and retention polices, management of Shared 
Mailboxes, support for Outlook online, desktop and 
mobile and integration with bulk mail services 
(e.g., SendGrid, Notify). 

Support for Email Security, including incident 
management of SPAM/Phishing, DMARK and SPF 
record Management, and Bulk email campaigns. 

Support and operation of the Microsoft Teams 
platform and, on completion of current support 
contracts in October 2022, the Microsoft Teams 
Telephony service. 

End to end support for the SharePoint platform in the 
FSA’s M365 tenant, which hosts Teams sites, Hub 
structures and custom site developments. Support 
for individual SharePoint sites and applications is 
not included. 

Support for Retention Policies and Records 
Management solutions in Microsoft 365. 

Manage the security of the M365 environment, 
including day to day monitoring and operation of 
the Microsoft Defender suite of products. 

2. Windows and Support and operate Domain Controllers and ensure 
Azure Active  that the Windows OS and AD Function Level are 
Directory  maintained to a minimum N-1 standard. 

(There are currently 4 Domain Controllers hosted 
in Azure, all running Windows Server 2019 at 
Function Level Windows 2016.) 

Configure and mange AD trusts, sites, subnets and 
FSMO roles. 

Work collaboratively with the Connectivity partner to 
ensure that DNS servers are fully operational. 

Support, operation and optimisation of AD Connect 
between the Windows and Azure AD, ensuring 
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Service Requirement 

that user logon services are available and 
that account details are refreshed and 
synchronised. 

The Service Desk will be responsible for 
administration of AD user accounts, but the CSM 
partner will monitor the use of guest user accounts 
and advise FSA of risks and exceptions (e.g., 
aged guest accounts) and provide assurance of 
the integrity of Azure AD Allow and Deny Lists. 

Conditional Access 

3. Business Provide support for the underpinning Microsoft 
Intelligence and Power Platform technologies (PowerBI, 
Analytics Tools PowerApps, Power Automate), ensuring that the 

toolsets and portals are available, secured and 
backed up. (Please note that support for individual 
Power Platform applications, reports and other 
custom functionality is not included). 

Proactively monitor performance, respond to and 
fix anomalous patterns and service outages and 
undertake Root Cause Analysis. 

4. Support for Third Work with suppliers of third-party applications in 
Party Services Gartner Layer 1: Systems of Record (See Error! 

Reference source not found. for applications in 
scope), to ensure that FSA users are able to 
access – and securely authenticate with – the 
applications. 

Work with FSA and other support partners to design 
and implement cross-functional solutions in 
response to changes to third-party hosted 
services. This will include working in partnership 
with our Cloud Infrastructure and Connectivity 
Management partners to enable user access to 
Government Services as these are migrated from 
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Service Requirement 

the Public Sector Network (PSN) to Internet 
hosting. 

5. Lifecycle Enable FSA to make the best use 
Management of Microsoft releases and improvements by 

working with us to plan and implement the release 
of new and updated M365 services. This will 
include working with our Endpoint 
Management partner to ensure that relevant new 
releases are available for deployment through 
Intune and other distribution media. 

Proactively advise FSA of forthcoming end of support 
deadlines for application and infrastructure 
components and take a lead role in projects to 
upgrade or decommission legacy technologies and 
services. 

Work with Application Support and Development 
Partners to ensure that best practice is followed, 
hosted service capabilities are utilised and re-used 
and that bespoke solutioning is minimised. 

 
 

7 Transformation Requirements 

While the Operational Requirements are concerned with the ongoing support of existing 
services, Transformation focuses on the development of services and changes to 
technology over the course of the contract. Your responses should address, not the day- 
to-day support, but how you will work with us implement new technologies, reduce 
technical debt and enable the services we deliver to continue to transform and improve in 
line with industry roadmaps and best practice standards. 

 

Service Requirement 

1. Software and FSA has an ultimate objective of a Zero Server 
Platform as a infrastructure for business services. We are 
Service looking for a Cloud Service Management partner 
Environments to provide infrastructure and platform support for 
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Service Requirement 
our in-house teams on projects to migrate 
applications from IaaS virtual servers to PaaS or 
SaaS solutions. 

In parallel, we are pursuing a “buy, don’t build” 
strategy and are looking for The CSM Support 
Partner to provide infrastructure and platform 
support, along with market intelligence and best 
practice guidance, to projects for replacing 
bespoke applications with off-the-shelf SaaS 
services. This will focus on Microsoft 365 and 
Power Platform but can include other cloud 
services. 

As FSA extends the use of M365 and SharePoint for 
document management, we will be looking to our 
CSM partner to take an increased role in 
Information Protection services within M365, 
including the configuration and implementation of 
DLP Policies, Compliance attentions, 
information/Sensitivity Labels, Message 
Encryption and information rights management. 

2. Collaboration Tools Our current Exchange infrastructure is primarily M365 
& Email but contains a hybrid management server. As an 

on-boarding project, we are looking to the CSM 
partner to update, as much as possible, to a 365 
only email architecture. 

3. Windows and Azure The CSM partner will work with FSA to progress our 
Active Directories strategic objective of moving from a hybrid AD 

architecture to an Azure AD First (and ultimately 
Azure Only) model. 

This will require The CSM Support Partner to work 
with us on an initial project to clear up legacy 
“clutter” in both the Windows and Azure ADs. 

4. Technology Support and provide technical leadership of projects 
Roadmap and programmes to deliver the FSA’s Technology 
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Service Requirement 
roadmap and work alongside FSA and our support 

[See FS430634_015 partners to develop portfolios and project plans for 
ODD IT Evergreen implementing our cloud strategy. (Note: we are not 
Technology Roadmap] seeking costed plans for project delivery, but an 

understanding of the approach and methodologies 
and also the process by which project resource 
can be rapidly assigned). 

Provide subject matter expertise to help FSA identify 
how cloud services can be extended without 
significantly increasing the Total Cost of 
Ownership. 

Work with FSA, and provide pro-active expertise, to 
identify opportunities for roadmap development 
and enhancement resulting from business change 
and industry innovations. 

Enable the above by participating in quarterly (as a 
minimum) Technology Review meetings with FSA. 

 
 

8 Service Requirements 
 

Description Purpose 

1. Resource Proactively manage the scope of the Operational and 
Management  Transformation Requirements to balance peaks and 

troughs of FTE activity and prevent additional costs 
and resource bottlenecks. 

Define committed lead time to access the more specialist 
skills and resources, where required. 

2. Service Support will be on a 24/7/365 basis, including core or 
Availability  ‘working’ hours 7:00am to 8:00pm Monday to Friday, 

and non-core 8:00pm to 7:00am Monday to Friday 
plus weekends and bank holidays. 
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Description Purpose 

3. Accessibility 

[See FS430634_013 
FSA Supplier The CSM Support Partner shall ensure that all services Access Policy and documentation meet latest WCAG accessibility 
August 2019 v1, 
FS430634_014 FSA standards for their area of responsibility. 
IT Acceptable Use 
Policy Nov 2020 
v3.2] 

4. User Access The CSM Support Partner shall adhere to the FSA User 
Access policy. Role based user access must be 
supported and integration with Azure AD. 

5. GDPR The CSM Support Partner must comply with their 
responsibilities under GDPR. 

6. Service 
Management The CSM Support Partner shall work to the respective 

[See FS430634_006 FSA processes for Acceptance into Service, Change 

FSA Acceptance into Management, Incident Management, Request 
Service Procedure, Management, Knowledge Management, Problem 
FS430634_007 FSA Management, Service Asset and Configuration Change Management 

Management, and contribute as required for their 
Procedure, 
FS430634_008 FSA areas of responsibility. 
Incident Management 
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Description Purpose 
Procedure, The CSM Support Partner shall provide high- and low- 
FS430634_009 FSA level design documents for all services and solutions 
Security Incident 
Procedure 2019, within scope of the contract. These must be reviewed 
FS430634_010 FSA and updated on at least an annual basis and following 
Problem Management the successful implementation of Changes, in line with Process, the FSA knowledge management process. 
FS430634_011 FSA 
Knowledge The CSM Support Partner shall contribute to the review 
Management 
Procedure, of services, evaluation, definition, execution and 
FS430634_012 FSA monitoring of Continual Service Improvement, 
Service Asset & ensuring these are appropriately recorded and 
Configuration Mgt reported against Procedures, 
FS430634_016 FSA ITIL principles must be followed. 
Request Fulfilment, 
FS430634_017 The CSM Support Partner will work on the FSA 
Service Level ServiceNow instance with respect to all service 
Agreements, 
FS430634_018 FSA management processes. 
Patching Policy Sept The CSM Support Partner shall participate in a monthly 
2019 1.1] 

service review and shall report on their own 
performance, including but not limited to incident, 
request, change, problem, asset management, 
Continual Service Improvements, Risk, Security, 
monitoring, SLA performance, patching and endpoint 
compliance and any ongoing projects for their areas of 
responsibility. 

The CSM Support Partner will work to Service Level 
Agreements as specified in the FSA Service Level 
Agreement document 

7. Ways of working The CSM Support Partner shall collaborate with the 
relevant FSA groups and other third-party Support 
Partners in line with the FSA collaboration charter, as 
well as participate in any testing and training as 
required. 

Work with the FSA Security team to deliver security 
assurance, including support for and providing input to 
the requirements for scheduled pen tests. 
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Description Purpose 

8. Support Partner’s The CSM Support Partner shall ensure that: 
End User Devices FSA Data which resides on an uncontrolled CSM Support 

Partner device is stored encrypted through a process 
agreed with the FSA. 

Any Device used for FSA data is compliant with NCSC 
End User Devices Platform Security Guidance 

9. Networking The CSM Support Partner will ensure that any FSA Data 
which it causes to be transmitted over any public 
network (including the Internet, mobile networks or un- 
protected enterprise network) or to a mobile device 
shall be encrypted when transmitted. 

10. Personnel The CSM Support Partner shall ensure that all personnel 
Security  are subject to the appropriate pre-employment checks 

and any additional vetting / national security vetting 
clearance as required. See attached for further 
information. 

11. Hosting and The CSM Support Partner shall ensure that neither they 
Location of FSA  nor their Sub-contractors will process FSA Data 
Data outside the EEA (including backups) without the prior 

written consent of the FSA. 
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ITT Qualification questions and responses 
 
 

QUALIFICATION RESPONSES EVALUATION DETAILS (*) 
 
 
 
 
 

Number of Responses 1 

Number of Questions 26 
 
 
 
 
 

Supplier Methods Business & Digital Technology 

Supplier Evaluation Accepted 

Acceptance or Rejection Notes  

Section Name 1.1 Service Qualification Questions 

Note Note Details 

1.1.1 Service Qualification 
Questions 

If you answer No to any of the below Service qualification questions please do 
not respond to this Invitation to Tender. 

Response 
 

 

Question Description 

1.1.2 1 The supplier will have Experience of supporting Microsoft 365 and Azure services 
for UK central or local government customers. 

Response 

Yes 
 

Question Description 

 
1.1.3 2 

Service Tools - The supplier will use FSA’s ServiceNow service desk solution as 
the primary ticketing service and work with all other disaggregated FSA Support 

Partners. 

Response 

Yes 

Question Description 

1.1.4 3 Accessibility - The supplier will ensure that all services and documentation meet 
WCAG 2.1 AA accessibility standards for their area of responsibility. 
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Yes 

Response 

 
 
 
 
 

Question Description 

1.1.5 4 Service availability - Availability of services will be on a 24 hours a day, 7 days a 
week, 365 days a year basis, except where specified with FSA agreement. 

Response 

Yes 
 

Question Description 

 
1.1.6 5 

Working hours - The supplier will provide a 24/7/365 service, including core or 
‘working’ hours 7:00am to 8:00pm Monday to Friday , and non-core 8:01pm to 

6:59am Monday to Friday plus weekends and bank holidays. 

Response 
 
 

 

Question Description 

 
1.1.7 6 

Security Incident Management - The Supplier will comply with the FSA security 
incident management policy. All security incidents will be prioritised as a P2 or 

above. 
Response 

Yes 
 

Question Description 

1.1.8 7 Delivery Manager - The supplier will proved a named Service Delivery Manager. 

Response 

Yes 
 

Question Description 

 
1.1.9 8 

Networking - The Supplier will ensure that FSA Data which needs to be 
transmitted over networks (including the Internet, mobile networks or un- 

protected enterprise network, mobile device) shall be encrypted when 
transmitted. 

Response 

Yes 
 

Section Name 1.2 Security Qualification Questions 

Note Note Details 

Response 

Yes 
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1.2.1 Security Qualification 

questions 
If you answer No to any of the below Security qualification questions please do 

not respond to this Invitation to Tender. 

Response 
 

 

Question Description 

 
 

1.2.2 1 

Personnel Security - All Supplier Personnel will be subject to a pre-employment 
check before they participate in the provision and or management of this 

Service. Such pre-employment checks must include the HMG Baseline Personnel 
Security Standard including: verification of the individual's identity; verification 
of the individual's nationality and immigration status; and, verification of the 

individual's employment history; verification of the individual's criminal record. 

Response 

Yes 
 

Question Description 

 
1.2.3 2 

Personnel Security - The Supplier will work with FSA to determine if any roles 
that require additional vetting and a specific national security vetting clearance. 

Roles which are likely to require additional vetting include system administrators 
whose role would provide those individuals with privileged access to IT systems. 

Response 

Yes 
 
 
 
 
 

Question Description 

 
1.2.4 3 

Identity, Authentication and Access Control - The supplier will provide an access 
control regime that ensures all users and administrators of the Supplier 

System/Service are uniquely identified and authenticated when accessing or 
administering the Services. 

Response 

Yes 
 

Question Description 

 
1.2.5 4 

Identity, Authentication and Access Control - The Supplier will apply the ‘principle 
of least privilege’ when setting access to the Supplier System/Service so that 

access is set for only parts of the Supplier System/service they and FSA users and 
other suppliers require. 

Response 

Yes 
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Question Description 

 
1.2.6 5 

Event Logs, Reporting  and Protective Monitoring - The Supplier shall collect 
audit records which relate to security events that would support the analysis of 
potential and actual compromises. The Supplier will take a protractive approach 

to reviewing these audit records. 

Response 

Yes 
 

Question Description 

 
 

1.2.7 6 

Hosting and Location of FSA Data - The Supplier shall ensure that they and none 
of their Sub-contractors Process FSA Data (including data used in the 

management of the service in their own system) outside the EEA (including 
backups) without the prior written consent of the FSA. The Supplier must also 

provide the locations within the EEA where data is stored. 

Response 

Yes 
 

Question Description 

 
1.2.8 7 

The Supplier shall deploy security patches for vulnerabilities in the service 
within: 3 days after the release for High vulnerabilities, 14 days after release for 

Medium and 30 days for Low. 

Response 

Yes 
 

Question Description 

 
 
 

1.2.9 8 

Malicious Software - If Malicious Software is found, the parties shall cooperate to 
reduce the effect of the Malicious Software and, particularly if Malicious Software 
causes loss of operational efficiency or loss or corruption of FSA Data, assist each 

other to mitigate any losses and to restore the Services to their desired 
operating efficiency. 

 
The supplier will deploy tools and controls to protect the service from malicious 

software. The supplier will monitor and manage the alerts and if malicious 
software is found the supplier will be responsible for managing the incident and 

 
 
 

Question Description 

1.2.9 8 removal in line with NCSC guidelines. 

Response 

Yes 
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Question Description 

 
1.2.10 9 

Secure Architecture - The Supplier will ensure services are designed in 
accordance with the NCSC "Security Design Principles for Digital Services", a 
copy of which can be found at: https://www.ncsc.gov.uk/guidance/security- 

design-principles-digital-services-main; 

Response 

Yes 
 

Question Description 

 
1.2.11 10 

Secure Architecture - The Supplier will ensure services are designed in 
accordance with the NCSC "Bulk Data Principles", a copy of which can be found 

at https://www.ncsc.gov.uk/guidance/protecting-bulk-personal-data-main 

Response 

Yes 
 

Question Description 

 
1.2.12 11 

Secure Architecture - The Supplier will ensure services are designed in 
accordance with the NCSC "End User devices", a copy of which can be found at 

https://www.ncsc.gov.uk/collection/end-user-device-security 

Response 

Yes 
 

Question Description 

 
 

1.2.13 12 

Secure Architecture - The supplier will ensure services are designed in 
accordance with the NSCS "Cloud Security Principles", a copy of which can be 
found at: https://www.ncsc.gov.uk/guidance/implementing-cloud-security- 

principles 
In particular principles 1 and 2. 

Response 

Yes 
 

Question Description 

 
1.2.14 13 

Principles of Security - The Supplier shall be responsible for the confidentiality, 
integrity and availability of FSA data whilst it is under the control of the Supplier 

and consequentially the security of the system/service . 

Response 

Yes 
 

Question Description 

1.2.15 14 Principles of Security - The Supplier has Cyber Essentials PLUS 

Response 

http://www.ncsc.gov.uk/guidance/security-
http://www.ncsc.gov.uk/guidance/protecting-bulk-personal-data-main
http://www.ncsc.gov.uk/collection/end-user-device-security
http://www.ncsc.gov.uk/guidance/implementing-cloud-security-
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Question Description 

 
1.2.16 15 

Principles of Security - the Supplier will create an information Security 
Management Document Set to document how they will comply with the specific 
FSA security requirements to be approved by the Head of Security at the FSA . 

Response 

Yes 
 

Question Description 

 
1.2.17 16 

Incident and Breach Management - reporting - If the Supplier becomes aware of 
a Breach of Security covering FSA data (including a Personal data breach) the 

Supplier will inform the FSA at the earliest opportunity. 
Response 

Yes 
 

(*) Filtered suppliers accepted in this report: 
1) Methods Business & Digital Technology 

Yes 
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  Operational ITT Response  
 

• TENDER reference • FS430634 – Cloud Service Management Management 
  

Section 1: Microsoft 365 – 25% 

A Support and operation of the FSA’s Microsoft 365 tenants. This will include initiating the 
response to Microsoft Service Health notifications, taking the lead role in Incident/ Problem 
resolution and support escalation with Microsoft when required. 
Q1 - Please provide an example of your support of Microsoft365 for an organisation similar to FSA. In 
particular, please describe how the governance and touchpoints with the customer and end users was 
applied and any lessons learned that you consider relevant to FSA – 15% 

 
Many of CoreAzure’ customers encounter the same challenges when moving to Cloud services – and 
these challenges are common across many varying vertical markets both in the public sector and private 
sector; where is our data? How secure is our data? How can we ensure a solid life-cycle management of 
our data? Who has access to control this data? Can we search this data effectively for FOI requests? 
Can we stop data leaking from our tenancy? How do we control risks from Cyber Attacks and other 
malicious actors? These are just some of the many questions we are well placed to answer as Subject 
Matter Experts in transformation migrations to cloud platforms. 

 
Native governance capabilities in Office 365 are comprised of Admin Centres in Microsoft Teams, 
SharePoint, Office 365 Groups, and Exchange that help IT admins control user permissions. Microsoft 
also has a Security & Compliance center that helps with data governance. 

 
Essentially, these allow you to control permissions, administrative options for Microsoft Teams and 
SharePoint, custom roles for internal users, and Admin Centres. However, it is important to note that 
many of the native capabilities in Office 365 require a manual setup; and each new Team, Group, or 
SharePoint site has to be provisioned consistently in order to match the requirements of policies in 
Office 365, and the governance policies of our customer have to be aligned with these configurations. 

 
There are methods which we employ for the various products that form part of the Microsoft 365 E5 
licensing service plans. For example, we can employ templates and predefined policies for Microsoft 
Teams in order to define both the initial look and feel and also the deletion, retention and guest access 
parameters for all of the onboarded Teams. 

 
We can ensure that the administrative environment adheres to NCSC standards around elevated access 
by employing Privileged Identity Management (PIM) and Multi-Factor authentication (MFA) to ensure 
only valid actors have administrative governance over the tenancy. 

 
We can configure retention policies and litigation hold policies to ensure that data is firstly only kept for 
the legally required amount of time and is then purged (retention policy), and data can be retained 
beyond the normal purge timelines if specifically flagged for longer turn retention (litigation hold). 

 
We have consultants who are familiar with working within both local government and central government 
as well as the private sector and it is normal for government departments to be more concerned about 
data loss prevention, protective marking and leveraging the more advanced features of the cloud 
platform around Cloud App Security and user-risk, sign-on risk incident alerting. 

 
We currently provide similar Microsoft 365 services in the following organisations: 
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National Lottery Heritage Fund: In addition to M365 migration services we provide M365 support and 
development services including the improvement of business and IT support processes through a 
process of utilisation a range of M365 capabilities, including the PowerApps platform. 

 
UK Parole Board: CoreAzure were specifically contracted by the UK Parole to assist them in their 
ability to leverage the M365 platform and to support their service transformation agenda. Since signing 
the original contract, the scope of our services has extended to all aspects of their cloud platform 
support, including; 

 
• Support to developing new system capabilities 
• The development of a new SharePoint platform for the enterprise (staff and members) 
• Reducing their dependence on on-premises and IaaS-based services and introducing replacement 

SaaS and PaaS-based alternatives 
• Developed a system using SharePoint/OneDrive synchronisation where Skype for Business video 

recordings generated by the UKPB during hearings and trials were automatically synchronised to a 
secure Modern SharePoint platform in Office 365. This system resolved the UKPB’s data capture 
problem whereby large numbers of critical recordings were originally left stored on end-users' 
corporate devices. 

 
Nature Scotland: NatureScot has appointed us their Delivery Partner to work with their in-house project 
team to roll out M365 across the organisation. The aim is to further enable staff to work remotely, to 
increase productivity, improve business resilience, and to further exploit the opportunities offered by 
cloud-based solutions, as outlined in the Scottish Government’s Digital Strategy. Our work includes: 

 
• Undertaking a quick assessment of NatureScot’s M365 Programme approach 
• Providing advice and assistance on the systems and cloud infrastructure elements 
• Providing advice and assistance on implementing MS Teams remotely 
• Providing advice and assistance on options for utilising SharePoint as an Intranet 
• Providing advice and assistance on information management / cyber security 
• Supporting the development of a roadmap for 2021 and beyond on how to exploit M365 

 
In these examples, governance and touchpoints with the customer and end users have been 
established via formally managing the change. The key elements of managing these changes includes: 

 
• Capturing functional and non-functional requirements, recognising areas where the M365 offering 

can meet business need 
• Using demonstrators and incubators to test and evaluate improvement candidates. Note: an 

approach we have found to be highly effective in developing roadmaps for M365, is to leverage what 
we have labelled as ‘Incubator Projects’, a proven mechanism to rollout capability in a prioritised and 
agile manner. Incubators are discreet Work Packages designed to build upon the outcomes of 
discovery, analysis and requirements gathering, enabling transformative change and minimising risk 
in an agile way. Each Incubator Project focuses on a specific high-level requirement and set of use 
cases / user stories, by linking tools, people and processes, accordingly, providing specific outcomes 
and value 

• Conducting regular technical assessment group meetings focussed on the M365 roadmap and 
feature releases of interest 

• The formal sharing of best practice and lessons learned from other projects and via the vendors and 
FSA partners that we work with 
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In terms of the lessons learned relative to establishing governance and touch points with the customer 
and end users, we believe the following are key and will be pertinent to FSA; 

 
• Governance and touchpoints should as a priority consider customer and end-user concerns / 

requirements 
• Never underestimate how wedded users can be to old ways of working (and for no justifiable 

reasons) 
• Involve the customer and end user representation early on in the process of change – create 

opportunities to influence the approach and priorities 
• Focus and prioritise solutions that have broad organisational impact – focussing on point solutions 

tends to become unmanageable so it is important to ensure that solutions are managed from a 
lifecycle perspective 

• Training and support request procedures should be clearly sign-posted 
• Governance should facilitate a clear line of sight between the end-user, the M365 solutions and the 

underlying business problems that the end user is seeking to improve. 

B End to end support of the FSA’s Exchange 365 environment, including implementation of mail 
flow and retention polices, management of Shared Mailboxes, support for Outlook online, 
desktop and mobile and integration with bulk mail services (e.g., SendGrid, Notify). 
Q2 - Outline your experience of supporting Exchange 365 and your management of mailbox, routing and 
other policies for an organisation of similar size to FSA – 15% 

 
Our response to this question is focussed on our work with the National Lottery Heritage fund (NLHF). 

 
Following contract award in 2019, CoreAzure had a little over 6 months to complete the MS Azure 
design and migration prior to the move to the new offices. During this period, it was also necessary to 
complete a re-design and implementation of a new cloud-based infrastructure and modern workplace 
supporting the 12 area offices plus the central London hub. In addition to this design and build activity, 
the implementation programme also comprised a wide range of complimentary projects including an 
M365 (modern workplace) migration, network and EUC re-design and the design and setup of a new 
Managed Service where CoreAzure would complement the internal IT support team. 

 
Notwithstanding the very challenging timescales, the most significant challenge was the inter- 
relationships and dependencies between the organisation’s main CRM application (CIVICA GEMs) and 
a large proportion of the line of business application estate and very limited documentation and 
configuration details. 

 
The period that followed the move saw the introduction of a new data strategy which simplified data 
management and addressed duplication. Work was also completed to address all outstanding security 
vulnerabilities and a continuous service improvement approach was spearheaded by Lee Edwards the 
fund’s IT Change Programme Director to ensure that the fund was focused on continuing to build value 
from its new and improved platform, including projects designed to streamline and improve business 
processes through exploiting the M365 platform. 

 
As part of the on-going Managed Service, CoreAzure currently provide support to the M365 environment 
which follows on from a complex migration programme completed as one of the early contract 
deliverables. Following the migration to Office 365, we carried out a pro-active review and assessment 
of the customers hybrid-exchange platform to ensure that all snagging issues had been addressed and 
a performant M365 platform could be transitioned into service. 



40 
RM3804 Order Form v4 - August 2019 

 

 

 
The key elements that highlight our experience and management of the Exchange 365 and wider hybrid- 
environment are set out below: 

 
Management of (Hybrid) Exchange and estate-wide Mailboxes; 

 
We currently provide pro-active support of user, resource and group (distribution, mail-enabled security 
and M365 group) mailboxes, including: 

 
• Resolving rejected mail identified due to incorrect/missing mail attributes (incorrect User Principal 

Names and mail addresses/aliases) 
• Re-configuring company distribution lists to prevent inbound bulk spam/phishing attempts 
• Restoring delegated permissions to user's mailboxes 
• Restoring missing permissions to resource/room and shared mailboxes/ 
• Configuring correct alias addresses applied to user and shared/archive mailboxes to support the 

switchover to a new domain 
• Resolving shared mailboxes that had in the past been incorrectly setup, prior to the take on of 

service by CoreAzure. We resolve incorrect email aliases blocking inbound mail and apply 
appropriate bounce-back messages to inform users/stakeholders of leavers. 

 
 
Maintaining Mail flow, routing and Exchange rules/policies; 

 
• We successfully moved the business from a hybrid centralised Exchange environment to full cloud. 

This included a controlled decommissioning of existing on-premises exchange servers and the 
configuration of mail DNS (MX records) to re-route incoming mail directly to Office 365. The 
organisations external MessageLabs mail filter, which was nearing service contract expiration was 
also appropriately phased out by us in favour of Exchange Online protection. 

• We engaged with the organisations trusted external vendors to troubleshoot and remediate any 
rejected inbound emails. These vendors served the Fund with business critical (HR and 
finance/payroll) emails. Issues are resolved by using trusted partner mail connectors to permit emails 
from the Fund’s third-party suppliers (e.g. source sender's address). 

• Additional mail routing, such as internal relays are configured to support the routing of mail to 
external users from 3rd party suppliers and vendors with oncoming email over these dedicated 
connectors. 

• We performed root-cause analysis and resolution of blocked emails originating from trusted/internal 
senders, caused by spam filter triggers, and selectively utilised specific mail flow rules to bypass 
spam policies where appropriate. 

 
Mail Security; 

 
• Establish and enabled rules to prevent external auto-forwarding of emails that do not comply with 

agreed policies and prone to impact/blocks by newly integrated DMARC policies. 
• Setup mail flow policies to alert users when inbound email is received from an external sender to 

help prevent email phishing attacks. 
• We utilise full DMARC protection on all domains (including parked domains) and mail flow. The 

organisation is fully DMARC compliant and that all 3rd party and trusted email senders that deliver 
email on behalf of the Fund business (including SendGrid) now adhered with the organisation's SPF 
and DKIM security authentication protocols. 

 
Mail Retention Policies and Litigation Hold; 
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With the large default storage capability of Exchange Online we are often asked to ensure that the 
proliferation of mailbox centric data bloat is prevented by encouraging users to utilise corporately 
available information, data, tools and ways of working; thereby encouraging the movement of corporate 
data, which is important and needs to be saved/shared/sourced, within Teams or SharePoint (or other 
corporate data store) environments. To encourage the adoption, we work with client and customers 
teams to apply the following techniques and technologies, which are often used alongside training and 
policy awareness initiatives; 

 
• Modify the default retention tags linked to the Default MRM Policy 
• Set the above to 1 Default 365 days, delete or move to Archive 
• Create and encourage the use of Personal Tags for short retention period or personal folder use 
• Enable Litigation Hold for selected mailboxes to conform the FOI/regulator requirement for data 

retention so it is eDiscovery searchable 

C Support for Email Security, including incident management of SPAM/Phishing, DMARK and 
SPF record Management, and Bulk email campaigns. 
Q3 - How will you manage Email security (e.g. SPAM/Phishing emails), DMARK and SPF record 
Management, and Bulk email campaigns and respond to security alerts and incidents? – 10% 

 
Due to the proliferation in sophisticated email attack and threat vectors, particularly those aimed at high 
profile organisations that are frequently spoofed using phishing emails and spreading malware, there 
has been growing demand for an uplift in email security protection. 

 
In accordance with NCSC guidelines, CoreAzure has extensive experience of managing the email 
security for previous customers who have been prone to sophisticated spoofing and phishing attacks, 
including the National Lottery Heritage Fund and larger, more complex organisations such as the British 
Council. Our response to this question focusses on our practical experiences of managing email security 
within our existing customers. Our approach to managing email security within the FSA will be 
commensurate with these techniques and approaches. 

 
The British Council is a global organisation that spans 120 countries. The email estate consists of over 
12,000 internal mail users, tens of thousands of global members, partners, and stakeholders with 
access to British council email accounts. CoreAzure is responsible for managing improvements to the 
email security and the considerable overhaul has demanded meticulous planning and coordination 
across internal service teams and technical staff. 

 
To effectively manage the British Council’s email environment and the delivery of an email security 
enhancement programme we initially carried out an extensive understand phase which gathered 
information relating to all relevant businesses, operational and functional details regarding email 
deliverability, criticality and dependencies. This provided the context required to underpin the day-to-day 
management of Email security. We also completed several risk assessments that were essential in 
prioritising the delivery of the email security uplift programme with little to no impact on BAU mail flow. 

 
Should it be necessary to adopt a similar approach for the FSA we would expect to undertake a similar 
discovery assessment of email protection configuration, protocols and standards involved at each stage 
of inbound/outbound email delivery, to minimise the impact on email services of any remediation 
activities that we may undertake. 
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Based upon our experience we propose to manage email security by utilising and configuring native 
Microsoft Email security tools, including Exchange Online Protection (EOP) and Implicit Email 
Authentication (IEA). The techniques and approaches that we would use are described below, however 
and following discussions with the FSA ODD Teams it may be necessary to provide a more advanced 
level of protection using products such as Microsoft Defender for Office 365 (formerly Office 365 
Advanced Threat Protection). 

 
Exchange Online Protection email security (EOP) 

 
We typically employ best practice standards to achieve a suitable level of protection including but not 
limited to the following areas of focus: 

 
• SPAM emails 

 
To reduce the number of spam emails, it may be necessary to undertake an assessment of the current 
Anti-Spam policies in Exchange Online Protection (EoP). For Inbound emails, typically this will include 
ensuring that base settings such as high confidence SPAM, high confidence phishing SPAM and Bulk 
spam detections are sent to quarantine (instead of the junk folder). To increase protection levels the 
Anti-Spam blocked senders list should be managed and maintained. 

 
If SPAM emails are targeting specific users and/or contain specific keywords or characteristics, then it 
may be necessary to configure additional custom Anti-Spam policies. 

 
• Bulk Email campaigns 

 
Appropriate Bulk email configuration will protect the FSA from a proliferation of Bulk email. 
Improvements to the bulk email configuration may include setting bulk emails to be marked as SPAM 
and lowering the bulk threshold levels to improve detection and quarantine rates. Identified senders of 
unsolicited and bad bulk email campaigns may also be blacklisted under the tenant block list. 

 
On detection of particularly frequent and aggressive bulk email campaigns it may be necessary to 
configure a mail flow rule to filter for incoming bulk email and immediately send to quarantine or similar 
protection based on required SPAM confidence levels. 

 
• Phishing emails 

 
To limit the proliferation of phishing emails across the FSA we would typically recommend that the 
current configuration of EoP Anti-Phishing policies and rules are reviewed via the M365 Defender portal. 
In terms of remedial actions, this may include increasing the Anti-phishing threshold, enabling 
impersonation protection against high profile FSA users (e.g. Senior Management and board 
executives), enabling domain impersonation protection against the FSA’s accepted corporate domains 
and enabling mailbox intelligence to detect bad emails based on irregular user sending patterns. 

 
If phishing emails are found to be affecting isolated regions of the business, users, or certain domains it 
may be necessary to configure a separate custom Anti-phishing policy with aggressive filter policies 
targeting users, groups and/or domains. This will minimise the risk of disruptions from captured emails 
affecting the entire email user estate. 

 
• Spoofed emails 
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Spoofed messages are email attacks designed to undermine email security by masquerading as another 
sender typically by copying or “spoofing” their corporate domains. We would typically recommend 
improving spoofed emailed protection by regularly reviewing the effectiveness of the EoP Anti-Spoof 
policy settings in MS Defender for Office 365. Remedial actions may include: 

 
o Reviewing the Spoof Intelligence insight, which contains a captured list of messages that are 

spoofing the FSA’s email domains. Each source will be moved to either an allow or block list 
based on being trusted or untrusted. 

o Determining with the FSA which external trusted senders are permitted to spoof emails 
(called authorised spoofing) and add these to the tenants allow list in EoP to prevent anti- 
spoof settings from withholding legitimate inbound emails. 

o Enabling the Spoof Intelligence settings in the Anti-Phishing policy/rule settings with both 
default and custom policies. 

o Applying the most complete and effective form of anti-spoof protection by uplifting the SPF, 
DKIM and DMARC protocols. 

 
• Security Alerts and incidents 

 
o We would typically recommend configuring alert policies to deliver incident notifications 

directly into the FSA’s ITSM tool ServiceNow. These incident notifications should be routed to 
the technical Exchange and Security teams/administrators. These would be configured in the 
M365 Security and Compliance Center; it is possible to select either any one of the 
preconfigured alert policies (e.g. suspicious email sending pattern, malware campaign in 
delivered email, email containing malicious file, unusual email volume etc) and/or create 
custom policies and configure the email notification settings to deliver low, medium and or 
high-level incident log alerts. 

 
 
Implicit email authentication (DMARC, SPF and DKIM) 

 
The management of DMARC, SPF and DKIM is a critical step in ensuring that the FSA’s email security 
protection is commensurate with your protection and compliance requirements and NCSC guidelines 
and standards. If the risk factor from incoming Spoof and spear-phishing emails is high, then it may be 
necessary to review the SPF and DKIM records and ensure that they are fully updated in DNS to permit 
both the internal email platform (FSA’s Exchange Online tenant) and approved external trusted senders 
to send emails on behalf of the FSA. Furthermore, the DMARC (Domain-based Messaging, 
Authentication and Conformance) standard adds a hardened layer of protection and relies on the FSA’s 
SPF and DKIM protocols being fully updated in DNS to perform accurate email checks and protection. 
As a result, any deficient SPF and DKIM records will require an update (see below). 

 
• SPF and DKIM Records Management tasks may include: 

 
o Monitoring and auditing all incoming email messages from external senders (including third- 

party apps, hosted services and vendors) 
o Reviewing inbound email reports after a period of 3-4 months (depending on email volumes) 
o Identify and whitelisting friendly/trusted senders and review the FSA’s SPF TXT and DKIM 

TXT (or CNAME) records in DNS 
o Validating whether the FSA’s SPF TXT records contain the trusted senders, and update 

these to the approved domains in DNS. 
o Validating whether the trusted sender supports the generation of DKIM signed keys – and 

add these as TXT (or CNAME) records to the approved domains in DNS. 
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o For new third-party apps that deliver email to FSA internal users on behalf of the organisation 

the SPF and/or DKIM record will need to be generated and updated to the FSA domain DNS 
records. 

 
• DMARC Record Management 

 
Due to the comprehensive protection policies applied by DMARC, the deployment of this protocol would 
require planning and the gradual configuration of the FSA’s DMARC records in DNS to reduce the risk of 
legitimate emails from trusted external sources from being withheld. Once the SPF and DKIM DNS 
record uplift and alignment activities have been completed for all of the FSA’s confirmed external 
sources, partners and trusted email senders. They will then be considered compliant enough for 
DMARC to be enabled. However, to further reduce the risk of DMARC blocking critical business emails 
from legitimate senders (senders not captured during the initial audit window), the DMARC policy should 
be gradually incremented up rather than enabled outright. This gradual enabling would typically occur 
over a 2–3-month period and would be scheduled to take place over the following two DMARC 
deployment cycles, which will minimise the risk of DMARC blocking legitimate senders even further: 

 
• Cycle 1 - Quarantine mode: DMARC is enabled in quarantine mode to begin with. Any inbound 

non-compliant emails captured by DMARC would be flagged and sent to the recipient’s junk/spam 
folder. This mode ensures that any legitimate emails marked as false-positive threats are retrieved 
by the recipient and reported rather than being permanently withheld. 

 
Cycle 2 - Reject/Block mode: In this mode non-compliant emails are captured, flagged, and 
permanently withheld and deleted. The risk of capturing friendly emails flagged as false positives by this 
stage is expected to be minimal to none. However, since the cycle is being gradually being incremented, 
any blocked emails from trusted senders will be simpler to manage and easier to remediate. Once this 
final cycle reaches 100% then the FSA will be considered fully DMARC compliant. 

D Support and operation of the Microsoft Teams platform and, on completion of current support 
contracts, the Microsoft Teams Telephony service. 
Q4 - Describe how you will ensure the integrity of the Microsoft Teams platform and work alongside FSA 
to prevent and correct "Teams Bloat" through uncontrolled customisation – 10% 

 
As the maturity of the FSA IT estate develops, Microsoft Teams will emerge as the hub of its Microsoft 
product suite, effectively bringing communication and collaboration together into one integrated cloud- 
based platform. As such, it is vital that the support mechanisms used to underpin the efficacy of the 
platform are based on best practice and as such suitably robust and quality assured. It is important to 
therefore have a structured management and effective governance layer in place that ensures effective 
control and support and ultimately the integrity of the FSA Teams platform. 

 
The first step in establishing the above is to define an approach and a strategy that will structure and 
measure the achievement of this goal. We will work alongside the FSA ODD teams and third-party 
suppliers and key vendors such as Microsoft to create a Teams plan of action which is fundamentally 
aligned to the FSA Evergreen Roadmap and key objectives such as defined by the FSA’s application 
roadmaps and lifecycles. 

 
The strategy /plan action will ensure that appropriate controls are in place to ensure the integrity of the 
Teams platform, controlling information sharing capabilities, communication channels, and integration 
architectures. It would also contain measures to limit the ‘Teams bloat’ potential (see below); 
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In general, CoreAzure will support the integrity of the Microsoft Teams platform in the following ways: 

 
• We will fundamentally review the current use of Teams/SharePoint within the FSA environment. Our 

proposed scope will include Information Sharing and Communications, Conferencing & Telephony 
services. This review is expected to generate a set of recommendations and improvement activities 

• Share best practice approaches for Teams – in other words how we will support the adoption and 
exploitation of the product 

• Assist in defining user training and adoption plans 
• Instigate drop-in support sessions where Teams experts will be made available to align business / 

service challenges to Team capabilities and scope 
• In the context of Service Management, we will periodically review the use of document types, their 

creation, editing, sharing and final storage requirements and align these practices with the 
capabilities and security of Teams/SharePoint within the FSA environment. 

• Our proposed Teams support scope will include the securing of Information Sharing and 
Communications, Conferencing & Telephony services through the use of additional and suitably 
designed policies, processes and access controls 

• We will drive user education that governs ways of working to ensure compromises are minimised 
• We will ensure that External Collaboration is appropriately controlled with access groups and guest 

account governance - We will ensure and advise on the application of sensitivity and classification 
labels to ensure that data is secured appropriately 

• We will provide quality workshops and “Hints and Tips” resources to accelerate user confidence in 
the full and appropriate adoption of all features. 

 
Further techniques designed to ensure the integrity of the MS Teams platform are thematically grouped 
according to Information Sharing, Communications and Conferencing and Telephony. These are key 
facets of maintaining the integrity of the Teams platform. 

 
Information sharing: 

 
CoreAzure will: 

 
• Assist the FSA ODD Teams in establishing appropriate governance mechanisms and structures 

covering both Teams and SharePoint (which is the underpinning storage platform for Teams) 
• Assist in the establishment of an Information Classification scheme, including the appropriate 

design and use of controls and processes for tagging and labelling information resources 
• Assist in advising how information is currently shared within Teams (and SharePoint) highlighting 

suitable recommendations and action plans 
• Assist in maintaining a clear line of sight between use and the corporate information sharing 

strategy 
 
Note: certain recommendations may need to be incorporated into wider information-based improvement 
initiatives such as improved collaboration and new ways of working. As with all these support 
mechanisms and processes we will work with FSA ODD teams to establish effective end-user and 
stakeholder communication channels. 

 
Communications: 

 
CoreAzure will: 
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• Work with FSA ODD teams to help shape and disseminate guidelines that remind FSA staff of the 

fact that Teams is developing into the FSA’s primary communication medium and remind staff that it 
is a work tool and as such requires staff to comply with certain requirements and acceptable usage 
policies and guidelines, specifically tailored for internal / external use and interactions 

• Advise on the management of social areas established during ‘lockdown’ 
• Review the Microsoft evergreen roadmap for new features which have the potential to enhance 

Teams security and integrity. For example, teams end to end encryption (e2ee) 
• Work with the FSA ODD teams to assist in developing technical policy configuration that is aligned to 

the FSA’s organisation policies and to ensure that the Teams platform is monitored from a 
compliance perspective 

• Advise on the suitable use of tools such as “Microsoft Supervision”, monitoring the Teams Call 
Quality Dashboard (CQD) to review the audio performance trends 

 
Conferencing and Telephony: 

 
CoreAzure will: 

 
• Highlight new features designed to assist, facilitate and secure the integrity of remote 

communications, for example the Microsoft Teams: End-to-end encryption option for Teams 1:1 
VoIP Calls (MC259495) 

• Advise on device options. There is an increasing number of new device options designed to support 
a range conferencing scenarios, including but not limited to open collaboration zones, huddle booths 
and large board rooms. It is important that these features are introduced and evolved in a planned 
manner, but it is important that these new capabilities are introduced into the workplace, for 
example, Teams room panels have demonstrated Microsoft’s commitment to evolving their product 
meeting room portfolio in a move towards a ‘one-touch’ join experience 

• Advise on how to ensure that the Teams platform continues to communicate with traditional 
telephony services. We note that FSA has recently ported numbers to a new provider and is using 
Teams Direct Routing with session border controllers to route voice services 

• Work with third party supplier to support PSTN services. This is not within the scope of CSM but 
nevertheless we have expertise within the company to assist the FSA in developing its 
understanding of the opportunity. 

Managing the SharePoint Environment to prevent Teams bloat: 
 
Teams is designed to unlock, leverage and integrate with the capabilities of an underlying SharePoint 
online platform. Managing the SharePoint environment is critically important when considering how 
Teams is managed and supported. We will work with the FSA ODD teams and third-party suppliers 
where necessary to advise and shape the following characteristics of the SharePoint and Teams 
environment. 

 
These techniques will all help to prevent Teams bloat. We will advise on: 

 
• SharePoint permissions, including inherited permissions and SharePoint Groups 
• Site / Group Templates (sites and site collections) 
• Managed content and applying automatic labelling / tags to documents which make them easier to 

find and organise 
• A consideration of the tagging and information taxonomy to support business requirements and new 

ways of working 
• Site content management, including but not limited to, approved web parts and delegated self- 

service site administration 
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• Strategies and controls governing end-2-end lifecycle management of M365 groups which underpin 

SharePoint and Teams 
• Leverage the in-built capabilities of Teams expiration, thereby providing a countdown warning of 30, 

15, and 1 days’ notice to the owners 
• Leverage reporting tools for Teams and SharePoint that will provide FSA stakeholders with useful 

insights into usage statistics 
• Lockdown the creation of M365 groups (hence Teams) to a limited number of authorised users; 

placing governance to cover naming conventions and ownership 
• Lockdown Teams advanced features e.g. channel creation, channel email to Teams owners only 
• Leverage the use of private channels with a team where appropriate as opposed to creating a new 

team 
• Have controls and governance around the use and addition of applications within teams 
A strong vision and effective strategic and operational management of the overall Teams collaboration 
platform will ensure that the FSA does suffer from ‘Teams bloat’. We will advise on strategies and 
controls governing end-2-end lifecycle management of M365 groups which underpin SharePoint and 
Teams. For example, the setting of expiration policies whereby both SharePoint and Teams sites can be 
automatically set to archive when there have been no reads or writes for a period of time as defined in 
the FSA policy. 

 
Governance can be further strengthened by leveraging the in-built capabilities of Teams expiration, 
providing a countdown warning of 30, 15, and 1 days notice to the owners for Teams which have not 
experienced activity for a pre-defined period is but one example. Alongside these policy controls and 
features there is an excellent suite of M365 reporting tools for Teams and SharePoint that will provide 
FSA stakeholders with useful insights into usage statistics and user behaviour. 

Q5 - What will be your approach to taking on support for Teams Telephony when the current support 
contract expires? (Note: FSA uses Direct Routing) – 10% 

 
CoreAzure have a tried and tested Transition into Service model which aligns to and completes the 
Acceptance into Service model. The approach ensures successful on-boarding of new services, such as 
Team Telephony whilst maintaining the agreed levels of service. Based upon ITIL, it is an approach fully 
commensurate with the FSA Service Management Design standard. The key principles of our approach 
are: 
• We embody the ITIL adapt principle to ensure that our approach is pragmatic and fit for purpose 
• Successful service transitions depend upon the correct understanding and application of change 

management, quality assurance, risk and exemplary project management 
• Transition planning activities commence from the earliest possible point and during the onboarding 

of the onboarding lifecycle via Early Life Support and into full operation 
• Our transition planning services are based on a repeatable yet adaptable sequence of interrelated 

stages defining: 
o Roles and responsibilities of transition team 
o Appropriate levels of governance e.g. decision points and readiness reviews 
o Tools, techniques and methodologies used 
o Contingency planning and management of risk 
o Detailed transition plans 

• Entry/Exit Criteria for the Transition Phase are formally defined including: 
o Transition into support (on-boarding) 
o Release and Deployment Management 
o Solution Validation and Testing 
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o Change Evaluation and authorisation to deploy 

• Pre-transition phase including: 
o Ensure the transitioning service is suitably configured and in a known good state 
o Transition documentation is in place (including a RACI matrix agreed by all relevant parties) 

• Transition phase: 
o Manage access to the transitioning service. Applied at the appropriate level we use RBAC 

where possible to cascade appropriate permissions through to each of the separate entities 
or elements of the Teams Telephony service 

o If appropriate, provide relevant users with control and auditing capabilities 
• Post-Transition phase: 

o CoreAzure have processes and controls in place to assess application, platform and 
infrastructure health on an on-going basis 

o After successful testing, the handover of transition documentation, including the lifecycle 
plan, with pre-agreed review dates, for the transitioned service 

o Soon after the transition of the service we would recommend that we jointly assess the 
Teams Telephony services and application roadmaps to ensure that all areas of service 
potential are being utilised. We will assess Teams Telephony usage in respect of; 

■ the FSA’s wider communication strategy including telephone, web chat, email, b2b 
and b2c comms lines 

■ success criteria and performance expectations e.g. does it or is it capable of fulfilling 
the organisation’s current and future requirements; this relates to traditional voice and 
video services as well as meeting rooms and collaboration areas 

■ user adoption 
■ the suitability of Direct Routing compared to native Microsoft PSTN services 
■ the suitability of the support model and structure 

 
These will be formally tracked and monitored as part of the CSIP (Continuous Service Improvement) 
process. 

 
For the acceptance of new services and to provide an appropriate level of support, CoreAzure would 
normally: 

 
• Complete a discovery assessment of the Teams Telephony solution, including but not limited to: 

 
o Documentation review (including design, configuration and functional/non-functional 

requirements). The purpose of documentation is to record / capture a ‘known-good’ state 
o Clarifying infrastructure dependencies 
o Support arrangements and responsibilities 
o Billing / tagging requirements 

 
• Establish principles for contract and work package sign-off, including acceptance criteria 
• Review / contribute to test and acceptance procedures 
• Develop compensating controls and risk acceptance criteria 
• Create / complete acceptance testing, including: 

o writing an Acceptance Tests Specification acceptable to the FSA, setting out the test data 
and environment required, the sequence for performing those tests and the acceptance 
criteria; 

o conduct the Acceptance Tests in accordance with the Acceptance Tests Specification, unless 
otherwise agreed in writing. 

• Update work instructions 
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• Provide an application/solution lifecycle plan. 

E End to end support for the SharePoint platform in the FSA’s M365 tenant, hosting Teams sites, 
Hub structures and custom site developments. Support for individual SharePoint sites and 
applications is not included. 
Q6 - Please describe your experience of supporting the SharePoint on-line platform and how will you 
work with FSA and development partners to maintain the integrity of the platform while enabling the 
deployment of new sites and applications – 10% 

 
CoreAzure has many years of experience with SharePoint both the legacy on premises version and 
SharePoint Online. We have several staff engineers each with a decade of experience of the SharePoint 
platform, as an enterprise content management system, document management system, citizen 
development platform and workflow engine. Many of our clients have had or still have SharePoint on 
premises, and a number have migrated or are in the process of migrating content to SharePoint Online, 
including the Independent Office of Police Conduct. CoreAzure has delivered many of these migrations 
using a range of manual and automated (3rd party) tools. As a result, we are familiar with designing, 
deploying and managing complex SharePoint farms, their operational maintenance, troubleshooting and 
migration of content to/from SharePoint. An example of this is the National Lottery Heritage Fund, where 
we play an active part in the operational management of their main SharePoint case management 
application – GEMs, and we are currently engaged in designing a SharePoint Online backed solution for 
its future replacement. 

 
We will work with the FSA ODD Teams, development partners and third-party suppliers to ensure that 
the appropriate security model is in place to maintain the integrity of the system, to ensure that users 
have access to only that which they are permitted to see. CoreAzure proposes the establishment of 
some clear governance and business processes to ensure that requests for new SharePoint resources 
are required, to avoid ad-hoc sprawl. These governance controls and processes will be expected to 
encompass the following aspects of SharePoint Online: 

 
• Site Architecture 

o Types of Sites 
o Site Collections 
o Use Of Subsites in Site Collections 
o M365 Group Sites 
o Hub Sites 

• Security 
o Roles 
o Three-Group Security Model 
o Company-Wide Security Groups 
o Custom Permission Levels 
o Number of Site Collection Admins 
o Sharing/Access Request Settings 
o Subsite Security Inheritance 
o Folder And File Level Security 
o External Sharing 

• Navigation 
o Three Types of Navigation 

■ Hub Navigation 
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■ Site Collection Navigation 
■ Quick Launch Navigation 

• Look & Feel 
o Site Templates 
o Logo 
o Site Colours 
o Custom Branding 
o Page Templates 

• Taxonomy & Metadata 
o Term Store Metadata 
o Term Store Access 
o Content Types 
o Use of Folders and Metadata 

• Retention And Deletion 
o Content Retention Policy 
o Site Retention Policy 

• 3rd Party Tools and Integrations 
o Out of the Box Philosophy 

• OneDrive For Business 
• Training & Onboarding 

o Employee Training Requirements 
o Employee Training Deadlines 

• Help Desk 
o SharePoint Requests 
o SharePoint Support 

By adhering to a strict governance model, we will ensure the integrity of the platform whilst working with 
the FSA ODD teams and development partners to enable the deployment of new sites and applications. 

 
In terms of describing our experience of supporting a SharePoint online platform we have described our 
experience within the UK Parole Board, where we support the SharePoint Online platform as part of a 
comprehensive end to end Managed Service. 

 
UK Parole Board: As part of a SharePoint modern transformation workstream, we were commissioned 
by the UK Parole Board to review their existing M365 classic Intranet SharePoint Online (SPO), which 
had several underlying weaknesses: 

 
• It was severely limited in terms of functionality and structure 
• It used outdated/stale site and app contents 
• It had improperly configured content management policies and a poor governance and site 

permissions structure, resulting in a poor end-user experience and was contributing to high level of 
reported incidents. 

Following a detailed discovery and review, CoreAzure proposed a work package to design, uplift, 
rearchitect and migrate the current site platform to a new modern SPO site in the organisation’s existing 
M365 tenant. As part of this project we: 

 
• Scoped and assessed the SharePoint platform to obtain a complete topology including, site and sub- 

site structure, detailed a site permissions-inheritance and governance model and a complete 
inventory including content and storage, web apps, workflows, and custom solutions. 
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• Designed and re-architected a new Modern site collection, including a complete re-design and 

overhaul of the site structure and navigation, site pages, libraries, lists, and the constituent site 
content web parts to improve end-user access to and interaction with relevant content and data. 

• Re-defined and restored user and security group level permissions to the new Modern SPO site 
collection. This also required repairing the Parole Boards inherited sub-sites, library, and list level 
permissions, which were in a state of disarray. The external site sharing, and invitation settings were 
reconfigured to restrict the ability to anyone obtaining full owner access rights only (The intention 
was to ensure that the SharePoint ‘tenant-wide’ sharing settings took precedence for standard 
users). We also applied custom permissions inheritance as per the organisation’s needs to 
seamlessly restrict access to key sensitive site regions, such as Finance and HR for approved key 
information workers and members only. 

• Performed pre-migration analysis and migrated all essential content, files, pages, libraries/lists, site 
features and user level permissions into the new Modern SPO site. 

• Improved user interactivity with site content, and the Modern SPO site was structured in line with key 
business areas/functions known as hubs. The Parole Board required each hub to display 
organisation charts containing the photos and contacts details of staff/members and their direct 
reports that belonged to each hub. The charts were interactive, redirecting users to the Microsoft 
delve profile page of a specific staff/member when selected. Since this level of functionality could not 
be achieved with the out-of-the-box Modern SharePoint webpart apps, we integrated a custom 
SharePoint solution that leveraged a third-party app that was able to achieve the full set of 
requirements and provided the user with a fully interactive experience. 

 
To maximise the adoption and benefit of the Modern SharePoint service offering, the Parole Board 
commissioned a project to build a solution that re-housed sensitive content such as the audio recordings 
of Parole Board trials/hearings. These had been relocated from user OneDrive’s to form a centralised 
repository. This repository had to restrict data access to the individual content owners but supported full 
access for senior UK Parole Board members and administrators for oversight, control, and management 
purposes. 

 
CoreAzure implemented a Modern SPO site, into which a carefully designed site, library, and folder level 
structure with nested inherited permissions was applied using a custom PowerShell script to bulk 
produce the site and underlying structure, and then applied the nested SharePoint permissions in bulk. 
After rigorous testing of the site navigation, folder structure and nested permissions, all sensitive content 
was migrated from each of the individual user OneDrive’s into their corresponding folder structures in 
the central SharePoint repository and piloted with key standard and senior members to validate 
expected outcomes before releasing to production. Administrators were provisioned with a custom 
PowerShell script to bulk add and remove end user permissions to the SharePoint repository to ease 
administrative overheads when onboarding new administrative or senior staff members to the platform. 

 
In this example, we demonstrated a proven capability to deliver complex SharePoint Online solutions 
across the full design, implementation, and release life cycle. One of the key metrics that contributed to 
the successful delivery of this project, was the pre-planning in which a series of deep-drive discovery, 
scoping and assessment activities were applied against the existing SharePoint platform. This effort 
assisted us in highlighting key gaps and issues with the legacy SharePoint platform that were 
considered potential blockers and required remediation and cleansing ahead of the delivery. These 
included: 

 
• Deficient and broken permissions and site inheritance 
• Staff/members with incorrect permissions including stale/leaver accounts 
• Broken links to files/documents in certain site areas caused by missing/moved/deleted pages 
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• Inconsistent file access issues impacting partial users caused by missing SharePoint content types 

and library versioning settings 
• Outdated enterprise content management policies causing search/query web parts to display 

incorrectly 
 
In our work with the UK Parole Board, we have been able to build on our SharePoint Online expertise to 
perform a thorough analysis of the FSA’s entire SharePoint Online estate, ensuring the integrity of all 
current and new site collections (including hub, team, communication sites in both the classic and 
modern service platforms). 

 
CoreAzure also have experience of implementation and support of the SharePoint Online Platform in the 
following organisations: 

 
• The Independent Office for Police Conduct 
• Versus Arthritis 
• National Lottery Heritage Fund 
• Frank Roberts 

F Support for Retention Policies and Records Management solutions in Microsoft 365. 
Q7 - How will you ensure that FSA's Records Management and Retention policies are applied effectively 
consistently across the M365 tenant? – 10% 

 
Retention policies are part of the standard configuration items which are addressed as part of the more 
advanced configuration requirements of M365 and based upon our experience they are typically driven 
by the specific requirement. 

 
Within M365 there are three main service collections to consider and configure when implementing the 
FSA’s retention policies and these are: 

 
• Retention Policies for Teams 
• Retention Policies for Yammer 
• Retention Policies for all other services. 

 
o Exchange: Email and public folders 
o SharePoint: Sites 
o OneDrive: Accounts 
o M365 groups 
o Skype for Business 

The above service collections are all configured using the tools within the M365 Compliance Center. 
When configuring the new policies, we will select the ‘Choose locations to apply the policy’ and based 
on Microsoft and CoreAzure best practice we would always recommend that for each main service a 
new policy is created which aligns to specific and agreed data retention requirements. It is possible to 
modify existing and create new policies when required. 

 
An important aspect of meeting the FSA’s retention schedule requirements is ensuring that along with 
the retention capabilities of the M365 platform being appropriately configured, a suitable backup solution 
must be in place to protect the data. To configure a suitable backup capability CoreAzure will: 

 
• Complete a comprehensive review to identify gaps in existing provision 
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• Propose and implement solutions to address the identified gaps 

 
For example, at the National Lottery Heritage Fund we implemented the following to ensure that M365 
data was adequately protected: 

 
• Implement an M365 backup strategy utilising the native retention controls for short term protection 

along with a third-party solution for long term retention and multi-cloud storage redundancy. 
• Provided an M365 backup service which utilises AWS for the cloud storage of daily backups. 
• Provided a comprehensive Service Recovery Guide giving step-by-step instructions on granular 

file/database/virtual machine restores, DR failover and BCDR testing processes. 
• Guided the IT team in developing a regular BCDR testing approach using Azure Backup and Azure 

Site Recovery. 
• Identified single points of failure within the infrastructure estate. Remediated by moving services to 

PaaS where possible. For example, reducing reliance on infrastructure-based VPN connections by 
publishing applications via the Azure AD App Proxy. 

• Fostered a zero-infrastructure strategy for NLHF sites, allowing users to seamlessly work from 
anywhere when offices were not available due to the Covid-19 pandemic. 

• Utilised the combined capabilities of Azure Security Center and Microsoft Defender for Endpoints to 
monitor the fund's security stance while providing post-breach detection and investigation. 

 
Backup Restoration Testing Approach 

 
Regular backup tests are required to validate the recovery processes and to ensure that services can be 
restored with an acceptable level of data loss. To structure the testing of backup restoration techniques, 
we segment activities into frequencies within which they occur e.g. Monthly, Quarterly and Annually. 

 
• Monthly 

 
o CoreAzure will work alongside the FSA and other third parties to test the recovery processes 

and to ensure that the entire end to end service restoration will be successful. Monthly 
restoration testing is applied to the most valuable and sensitive data assets. 

o Routine monthly drills will be enforced to ensure the successful restoration of service in the 
event of misconfiguration/human error whereby the Virtual Machine or PaaS component are 
required to be restored to a specific point-in-time within the active region. 

o During the monthly drills, elected critical services will be restored. This will be carried out 
using Azure Backup restoration features using Alternate-Location Recovery (ALR) to ensure 
live services are not affected by the backup/restore drill. 

• Quarterly 
 

o CoreAzure will work alongside the FSA and other third parties to test the recovery processes 
and to ensure that the entire end to end service restoration will be successful. Quarterly 
restoration testing is applied commensurately to ensure the adequate protection is applied to 
non-critical data assets. 

o Routine quarterly drills will be enforced to ensure the successful restoration of service in the 
event of misconfiguration/human error whereby the Virtual Machine or PaaS component are 
required to be restored to a specific point-in-time within the active region. 

o During the quarterly drills, elected non-critical services will be restored. This will be carried 
out using Azure Backup restoration features using Alternate-Location Recovery (ALR) to 
ensure live services are not affected by the backup/restore drill. 

• Annual 
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o CoreAzure will work alongside the FSA and other third parties to test the recovery processes 
and to ensure that the entire end to end BCDR restoration will be successful. The scope of 
this yearly exercise is the full FSA cloud hosted environment. It is a significant undertaking 
and it will involve input from across the FSA organisation and its third party suppliers. It will 
require rigorous planning and carefully managed execution to ensure that live services are 
not affected. 

o Azure Backups Cross Region Restore (CRR) allows Services (virtual machines and PaaS) to 
be restored to a secondary region to perform BCDR drills. CoreAzure will perform a full 
regional outage drill annually, restoring services into a secondary region using an Alternative 
Location Recovery (secondary region) to ensure live services operating in the primary region 
are not affected by the drill. 

 
Backup Restoration and Testing Reporting; 

 
Restoration tests will be recorded in ServiceNow and reported on as part of the monthly service report 
review cycle. These reports will include, but not be limited to: 

 
• Dates and times of testing 
• The scope of the restoration testing 
• The outcome, and if any restorations fail, a root cause analysis along with a plan for remediation 
• A forward schedule of testing 

 
For the Annual restoration BCDR exercise a more detailed report will be produced covering: 

 
• Dates and times of testing 
• The scope of the restoration testing and outline of service availability during BCDR 
• The outcome, and if any restorations fail, a root cause analysis along with a plan for remediation 
• A recording of the recovery time objective to baseline future BCDR exercises 
• Validating the recovery point objective for each service to ensure minimal data loss. 

G Manage the security of the M365 environment, including day to day management of the 
Microsoft Defender suite of products 
Q8 - Can you please describe how you will provide protective monitoring of M365 service to monitor and 
protect against the latest and emerging security threats and vulnerabilities? – 10% 

 
CoreAzure have extensive knowledge in Microsoft Security tools and services. Currently we implement 
and manage multiple security solutions as part of our Managed Service practice via proactive daily 
checks carried out by our specialist managed services and internal Security Operations Centre (SoC) 
teams. We focus on providing a proactive security approach by assessing and analysing alerts and 
incidents to identify trends and issues which could cause impact to the organisations we work with. We 
achieve this by using M365 defender which brings together Microsoft’s suite of Defender products 
including Defender for Office, Defender for Endpoints and Defender for Identity. 

 
Working collaboratively with the FSA ODD teams and third-party suppliers, we will always ensure that 
internal governance is adhered to for the raising of Incidents, Problems, Changes and Releases. 
CoreAzure can also alleviate the workload of resolving alerts and allow the FSA to concentrate on 
maintaining business as usual by providing end to end resolution of threats and vulnerabilities. 
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Our Managed Services and Security Operations Centre Teams will build baselines of your environment 
to check against configuration changes, review and recommend new capabilities. Using M365 Defender 
and other security toolsets available we will provide threat monitoring by analysing alerts and incidents 
and actively hunting for anomalies. Our monthly reporting will ensure that the FSA and third-party 
suppliers are aware of the current security posture which will help to define and prioritise remediation 
actions. 

 
As part of protective monitoring, we will also recommend that risk assessments are performed to 
determine the state of the environment. We will review devices, users, multi-factor authentication, 
conditional access and data exfiltration. It is important to acknowledge that protective monitoring is not 
only focused on securing the environment from threat vectors and bad actors gaining access, but it is 
also focused on securing the integrity or intellectual/sensitive of data held. 

 
As part of monitoring and using Microsoft Defender for Endpoints we will correlate and prioritise 
discovered vulnerabilities and assist the FSA ODD Teams in resolving these either by way of patching, 
upgrades or risk management strategies that bring together and benefit from the knowledge and 
expertise that we have accumulated from working across multiple organisations. 

 
The following elements outline our approach in proactively managing the different areas: 

 
For Endpoints CoreAzure will: 

 
• Review vulnerabilities identified in Defender for Endpoints, raising the necessary ServiceNow 

requests for remediation and configuring alerts. 
• Initiate remote scans and investigate suspected malware 
• Review incidents and alert queues 
• Configure and assess automatic remediations 
• Investigate users and devices 
• Assess and recommend the requirements and feasibility to privileged access workstations based on 

a zero-trust model. 
 
For Identity CoreAzure will: 

 
• Review failed logon attempts from users to identify malicious actors; taking necessary actions such 

as blocking users or requesting MFA 
• Identify suspected anonymous travel and malicious IPs to determine account compromises 
• Review and enforce multi-factor authentication to provide an additional layer of security for users 
• Review dormant accounts 
• Ensure Conditional Access policies align to business requirements with the necessary blocks for 

legacy protocols 
• Assess privileged roles and the requirements for the permissions to remain active for administrators. 

In addition to ensuring that all administrators do not have privileged roles active 24/7. We align to a 
least privileged model for permissions 

 
For Data CoreAzure will: 

 
• Ensure data sources such as SharePoint Online, OneDrive for Business, Teams and Exchange 

Online have the necessary security controls to protect data and report on any data exfiltration by 
using Microsoft Cloud App Security 
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• Setup Information Protection and Data Loss Prevention to classify and protect corporate data once it 

leaves the organisation 
 
For Apps CoreAzure will: 

 
• Review vulnerabilities of apps and assist with remediation plans such as updating to the latest 

versions of apps or applying updates 

Q9 - FSA will be upgrading all M365 subscriptions from E3 with Add-Ins to E5; how will you work with us 
to realise the security benefits of the upgrade and, in particular, to implement Defender for Office pro- 
actively to ensure that policies and baselines are configured for operational efficiency as well as 
compliance? – 10% 

 
CoreAzure have implemented all capabilities under the M365 Defender suite of products which includes 
Defender for Identity, Defender for Endpoints, Defender for Office, Azure Information Protection, Azure 
AD Identity Protection and Microsoft Cloud App Security. We actively work with customers to outline the 
operational and the security benefits of Microsoft products through engagements, workshops, and 
seminars. We will do this by assessing your environments and licensing status to help ensure that you 
make the most of your licensing entitlements by understanding how your users work from day-to-day 
basis and the challenges and opportunities you face. Each environment and customer that we work with 
are unique and enabling the security tools and capabilities without pre-planning can have adverse 
impact on the user experience and the trust that they place upon the IT systems. We will focus on 
working collaboratively with the FSA ODD teams to ensure that we design, implement and configure 
solutions in line with business demand and in this case the FSA strategic technology roadmap. 

 
Our experience to date with customers, including the British Council, has helped us to understand not 
just the ways in which to help our clients to realise the security benefits of M365 E5 but also in 
understanding the business and technical risks associated with the implementation as well as the end 
user acceptance and any training requirements associated with new tools and products. Email is the 
main gateway for adversaries to gain access to an organisation. Although for many organisations the 
implementation of industry standards will provide adequate levels of security protection, Microsoft 
Defender for Office provides ultimate protection and offers advanced capabilities to protect against zero- 
day malware, phishing, business email compromises and provides toolsets to monitor, assess, 
investigate and respond to incidents in an efficient and responsive manner. 

 
We will work with your internal teams and key stakeholders to build a profile of the current security and 
threat environment and ways of working. This understanding and appreciation will help us to better 
understand how to align E5 capabilities and for the FSA to realise the security benefits of M365 E5 
within your environment, including the ability to combine best-in-class productivity apps with advanced 
security, compliance, voice, and analytical capabilities, including but not limited to: 

 
• Extending identity and threat protection with integrated and automated security to help stop 

damaging attacks 
• Bringing together information protection and advanced compliance capabilities to protect and govern 

data while reducing risk 
• Establishing audio conferencing and calling capabilities in the cloud to enable your teams 
• Benefiting from Power BI capabilities that will help the FSA to realise significant business value from 

your data. 
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Planning and communications are key to implementing any security tools environment. Ensuring that we 
reduce risk to acceptable levels and providing effective communication to internal users through active 
engagement and training is key to our approach. This helps users adapt to new ways of working and 
providing them the knowledge on emerging threats and how to deal with them. Ultimately the approach 
achieves the balance of security control versus end-user and business flexibility that is right for the FSA 
and in the context of Defender for Office particularly, pro-actively ensures that the policies and baselines 
are configured to strike the optimal trade-off between operational efficiency and compliance. 

 
We are currently engaged in a security uplift programme at the British Council. Over the past 18 months 
CoreAzure have taken the British Council on a journey to transform the security posture of the 
organisation mainly through leveraging the security potential and benefits of the M365 E5 capabilities. 

 
We do this by working collaboratively with a range of stakeholders to achieve the security benefits and 
to do this we have engaged in a programme of work packages that have progressively enhanced their 
information security posture, but in a way that delivers an acceptable level of risk and at a pace which is 
commensurate with their change capacity. We aim to employ the same techniques and to achieve the 
same levels of success at the FSA. The process involves; 

 
• Reviewing the current security posture and perform risk assessments in each area of concern and/or 

potential security benefit 
• Discussing, demonstrating, and engaging with the FSA services and ODD teams on the balance of 

risk and benefit 
• By engaging with FSA ODD teams and service representatives we will assess and if suitable, design 

and implement the following security tools: 
o Microsoft Defender for Identity 
o Microsoft Defender for Endpoints 
o Microsoft Defender for Office 365 
o Azure Information Protection with Data Loss Prevention 
o Azure AD Identity Protection 
o Azure Defender 
o Privileged Identity Management 
o Conditional Access 
o SPF, DKIM and DMARC 
o Co-Management (Configuration Manager) / Tenant Attach 
o Microsoft Cloud App Security 

• Collaboratively, we will work with the FSA ODD teams to identify training needs, focused on ensuring 
that the FSA maximises the benefits of the M365 E5 security features. If necessary, we can provide 
Proof of Concepts for us to jointly assess and evaluate the security benefits before committing to 
implementation. 

Section 2: Windows and Azure Active Directory – 25% 
A Support and operate Domain Controllers and ensure that the Windows OS and AD Function 
Level are maintained to a minimum N-1 standard. 
Configure and mange AD trusts, sites, subnets and FSMO roles. 
Q10 - Describe your experience of managing the Windows Active Directory architecture (domains, sites, 
subnets) for a customer similar to FSA. Please make particular reference to how you ensured that 
domain controllers and the AD Function Level were upgraded to maintain currency with Windows Server 
releases – 35% 
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CoreAzure has both broad experience and knowledge of Windows Active Directory architecture 
(domains, sites and subnets), including implementation and integration with Azure AD and IDAM. The 
majority of CoreAzure’s cloud transition projects (30+) have had AD as a core component, and we have 
extended AD environments to the cloud on many occasions. Our experience includes the assessment, 
hardening, privileged account rationalisation, delegated admin, LAPS, Privileged Account Management, 
Privileged Identity Management and Multi Factor Authentication. 

 
In our example, we have described our experience of managing Windows Active Directory architecture, 
including domain management and the management of AD sites, including subnets at the UK Parole 
Board. The management of Windows Active Directory architecture forms part of our Managed Services 
scope and it is managed in accordance with our standard service management practices. The UK 
Parole Board has acted as a reference site for CoreAzure on many occasions as both the service quality 
and infrastructure reliability has been particularly strong. 

 
We have implemented and support several customers with multi forest or multi domain topologies. 
CoreAzure follow Microsoft and industry best practice when maintaining and supporting the 
configuration of Active Directory Domain Services. Some of the relevant best practices we follow are 
detailed below: 

 
• Placement of FSMO roles: there are several best practices, but generally FSMO roles should be 

placed on a small number of machines to aid with the management of the schema master 
• Ensuring that the underlying hardware hosting domain controllers provide high availability to ensure 

reliant domain services 
• AD sites configured with each containing the correct subnets to ensure that devices connect to their 

local domain controllers 
• All domain controllers should have the same specification to ensure that requests are managed in a 

consistent and timely fashion 
• That a secure time source has been configured correctly to ensure Kerberos and other time- 

dependent services function correctly 
• That regular patching of the domain controller OS and regular backups are completed. 

 
The overall security posture of Active Directory is extremely important and should be closely managed, 
as the stability of AD may be affected by deliberate or accidental changes. Hardening of all domain 
controllers and DNS servers using Microsoft security baseline GPOs is recommended, and that domain 
controllers are kept up to date with regular patching. 

 
For managing privileged access in an Active Directory Domain Services, we would recommend a 
product such as MIM PAM to be enabled, ideally in a separate bastion AD forest. This allows automatic 
provisioning of time-based privileged access using Just in Time and Just Enough Administration. 

 
Part of the delivery scope at The UK Parole board was to bring their Active Directory to the latest 
operating system release as well as upgrading to the latest forest/domain functional levels, which was 
reliant upon an upgrade of the domain controller operating system version and functional levels. The 
high-level approach we followed is detailed below: 

 
• Introduce servers based on the latest Windows Server release and promote to domain controllers 
• Move all FSMO roles from the current [legacy] Windows domain controllers 
• Demote legacy domain controllers by removing the Active Directory Domain Services from the role 
• Ensure full backups are in place 
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• Upgrade Functional Level. 

 
AD sites and associated subnets are especially important in multi-location or hybrid environments where 
domain controllers are placed in multiple locations thereby ensuring that servers and devices 
communicate with domain controllers which are physically local to them. On many occasions we have 
worked with customers who have incorrectly configured AD sites, or the default site was the only site 
configured. In these situations, these anomalies have led to intermittent authentication issues when 
devices attempt to communicate with domain controllers that are not in their local site or across firewalls 
where the correct rules have not been configured. 

 
Role-based access controls (RBAC) are a mechanism for grouping users and providing access to 
resources based on business rules. Within Active Directory, implementing RBAC for AD DS is the 
process of creating roles to which rights and permissions are delegated to allow members of the role to 
perform day-to-day administrative tasks without granting excessive privilege (Principle of Least 
Privileges). 

 
CoreAzure will work with the FSA to clearly define roles and responsibilities for groups of users who 
require any type of administrative permissions within AD RBAC and will be designed and implemented 
using native tooling and interfaces. Roles will be implemented as AD DS groups and rights and 
permissions will be delegated to the groups, allowing users in the group to perform daily administration 
tasks within the designated scope of the role. 

 
For each role CoreAzure will work with the FSA to define and identify: 

 
• Which tasks members of the role perform on a day-to-day basis and which tasks are less frequently 

performed. 
• On which systems and in which applications members of a role should be granted rights and 

permissions. 
• Which users should be granted membership in a role? 
• How management of role memberships will be performed. 

 
Managing role-based access controls for administration of an Active Directory environment can be 
challenging to implement and maintain, therefore keeping the number of roles low and reducing the 
complexity of each role will aid in managing these going forward. 

 
In addition to interactive user accounts, the same principles above should apply to service accounts, 
therefore CoreAzure will work with the FSA to identify existing and new service accounts and will work to 
remediate any existing accounts with permission bloat. 
In addition to the general management of Active Directory, CoreAzure will support the FSA in the 
hardening, securing and management of the domain infrastructure components including but not limited 
to: 

 
• The configuration and maintenance of the Active Directory Recycle Bin to support the restoration of 

objects in the case of accidental deletion. 
• The Configuration of ‘Fine Grained’ password policies to control and configure stricter password 

compliance for users and admins account lockouts etc. 
• Supporting the FSA in the creation of recovery plans to implement a recovery at a ‘forest’ level and 

to provide general support in the recovery process. 
Monitoring domain controllers for compromise and reducing the attack surface by configuring protected 
accounts, analysing Defender for Identity alerts and managing RID pools and replications. 
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B Work collaboratively with the Connectivity partner to ensure that DNS servers are fully 
operational. 
Q11 - Overall responsibility for FSA's DNS infrastructure sits with our Connectivity provider; however, 
you will be responsible for the Domain Controllers which provide internal DNS. How will you work with 
the Connectivity provider to ensure that the server infrastructure is correctly configured and to 
collectively resolve DNS issues – 25% 

 
CoreAzure have extensive experience implementing and managing Active Directory along with 
integrated DNS infrastructures. We will leverage this knowledge and understanding to not only support 
the Domain Controllers and internal DNS provision but also to strengthen our working relationship with 
the FSA’s connectivity partner to resolve issues associated with the FSA’s DNS infrastructure. 

 
We fundamentally recognise the importance of the inter-dependencies between the Domain Controllers, 
the provision of internal DNS services and the external DNS services provided by the Connectivity 
provider and consequently therefore we also appreciate the need to establish a commitment and agreed 
ways of working between ourselves and the Connectivity provider. As such we will commit to: 

 
• Sharing internal DNS designs, configuration documents and work instructions that underpin our 

areas of responsibility. We will advise the connectivity provider of any changes, and we would expect 
the connectivity provider to provide us with the same level of visibility for the services within their 
span of control 

• Jointly mapping out the various network journeys that are possible, identifying / verifying the 
configuration details at all points on the journey in order to establish a jointly-owned end to end 
design 

• Establish a RACI matrix to leave in no doubt the relative accountabilities between the Connectivity 
provider and ourselves 

• As part of our Service Management model, we will define the processes to streamline effective 
communications and information flows between our complementary services 

• And above all, establish a commitment to work together with the Connectivity provider to collectively 
resolve any DNS issues and to ensure that the services within our span of control are maintained in 
accordance with Microsoft, industry and CoreAzure best practice. We will work with the Connectivity 
provider to assist in troubleshooting of any DNS issues and although the problem may not exist 
within CoreAzure’s span of control, it is beneficial to all parties for us to assist in identifying the root 
cause of any issues or incidents that arise, and ultimately resolve any issues wherever the problem 
is located 

 
We will ensure that the FSA’s internal DNS infrastructure is secure, stable by ensuring that: 

 
• Active Directory Domain Controllers and internal DNS servers are hardened as per the latest 

Microsoft best practices, with most of these settings being applied using Group Policy 
Domain Controllers hosting DNS, where feasible should be at the latest Operating System and patch 
level. CoreAzure will work with the FSA IT and Security teams to ensure that these critical servers are 
kept up to date and at the latest OS and patch level 

• Auditing will be enabled to ensure an audit trail is available for all changes that are made which 
could impact DNS operations. CoreAzure will also ensure relevant event logs are pushed into the 
FSA’s Azure Log Analytics workspace and consequently reported and alerted against 
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• CoreAzure will ensure sites and services are configured correctly and only local devices are 

configured to use local DNS servers, this includes configuring DHCP scopes correctly and 
ensuring non-Azure servers are configured correctly on each network card 

• CoreAzure will ensure that all zones are configured as Active Directory Integrated zones and 
only allow dynamic updates to protect against rogue changes 

• Root hints or forwarders will be configured for internet resolution to FSA’s current network 
connectivity provider 

• As a well-known best practice, CoreAzure will configure aging and scavenging to avoid stale 
DNS records. Properly configuring aging and scavenging ensures that stale records are purged 
from DNS automatically 

• Integrated DNS zones are stored in the Active Directory database, and thus will be backed up as 
part of the domain controller system state backup. CoreAzure will ensure regular backups take 
place to protect DNS data 

 
CoreAzure also recommends that the FSA consider using NCSC’s Protective DNS (PDNS) going 
forward. PDNS is a recursive resolver, which means it finds answers to DNS queries. Management of 
the FSAs domains (authoritative DNS) is still managed separately to the PDNS service and would not be 
affected by the adoption of PDNS. PDNS would block malware and malicious sites, prevent access to 
sites hosting malware, ransomware and spyware. Dashboard and data logs are available to help monitor 
the status of the network and resolve any issues. Using NCSC’s PDNS would help reduce the risk of 
malware related content when accessing the internet. 

C The Service Desk will be responsible for administration of AD user accounts, but the CSM 
partner will monitor the use of guest user accounts and advise FSA of risks and exceptions (e.g. 
aged guest accounts) and provide assurance of the integrity of Azure AD Allow and Deny Lists. 
Q12 - How will you provide assurance to FSA that external access to M365 and Azure services (in 
particular Teams and SharePoint sites) is configured appropriately to meet both security and information 
sharing requirements – 15% 

 
CoreAzure will provide assurance to the FSA that external access to M365 and Azure Services (in 
particular Teams and SharePoint sites) is configured appropriately to meet both security and information 
sharing requirement by adopting Microsoft industry standard and CoreAzure best practices. The 
Microsoft industry standards, form the base against which FSA’s security policies and standards are 
overlayed and in consultation with the FSA ODD Security team and any relevant stakeholders and 
resulting discrepancies may need to be addressed. 

 
Clarifying our understanding of the FSA baseline i.e. the current M365 and Azure Services external 
access configuration will need to be undertaken as part the onboarding process. 

 
As recommended by Microsoft, M365 tenant and service level external sharing and security controls 
include: 

 
• Securing controls for guest sharing and external access 

 
• M365 tenant and service level external sharing and security controls 

 
Our response focusses on these two areas demonstrating our understanding of how to use these 
security controls to provide assurance to the FSA. 
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Securing controls for guest sharing and external access 

 
Securing controls for guest sharing and external access protection will allow the FSA to safely 
collaborate and share content with external users or guests whilst enforcing tight security controls to 
provide suitable levels of assurance. 

 
The following are Microsoft’s recommendations to safely share information and collaborate with external 
users. 

 
To validate that the current configuration is aligned to the FSA’s information sharing and security 
policies: 

 
• It may be necessary to conduct a review of Identity Protection Configuration, including Multi-factor 

Authentication (MFA) enforcement for guest accounts that are currently permitted access to areas 
and content within the FSA’s SharePoint and Teams platforms. 

 
• It may be necessary to conduct a review of all existing Conditional Access (CA) Policies, and where 

required configure additional policies to limit the reach and level of guest and external user access to 
resources in M365 and Azure. For example, from personal unmanaged and non-compliant devices. 
Typically, we would expect to review: 

 
o Guest Web-only access Policy: A policy to enforce web-only access to cloud 

apps/resources (including all M365 apps or SharePoint, Teams or other specific services) for 
all guests and external users. 

o Guest Content download restriction policy: Conditional Access application control policies 
to restrict/block the ability to download from assigned cloud apps (M365 SharePoint, Teams, 
Outlook Online etc.) for all guests and external users on unmanaged/non-compliant devices. 

o Guest session timeout policy: A policy that uses access control session limits to force 
logged in guests to re-authenticate at a required frequency. 

o Guest Terms of use policy: Guest terms of use can be configured in Azure which can 
integrate any existing Terms of use/disclaimer document or statement such as one already 
authored by the FSA. A conditional access policy would be configured to require 
guests/external users view and agree to the terms when attempting to access shared content 
in M365 apps or services such as Teams, SharePoint or Outlook. 

 
• It may be necessary to review the governance controls and the JML (joiners, movers and leavers) 

process to ensure a consistent onboarding and offboarding of guest and external user accounts. We 
would expect to see tight policy-based Azure Identity Governance controls that include the following: 

o A set of Azure AD Entitlement Management policies designed to effectively control and 
process the efficient onboarding of external user and guests to a set collection of resources 
including apps, security/M365 groups and SharePoint/Teams sites. These collections would 
represent the business roles assigned to guests/external users who are onboarded during a 
project/workstream lifecycle. 

 
o A set of Guest and external access review policies, designed to provide an automated review 

method that ensures access to services or applications by guests are assessed periodically. 
Typically, this is done by responsible individuals who are able to approve the removal of 
guest/external users who do not respond to reviews within a defined timeframe. 
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• It may be necessary to review the Unified Sensitivity configuration labels in M365. We would expect 

to see auto-labelling policies configured with rules to automatically classify and protect files when 
specific pattern matched content is present within the document. Examples include Personally 
Identifiable Information (PII), sensitive financial data, and/or data protected under any compliance 
frameworks that apply to the FSA’s when fulfilling its business. 

 
• It may be necessary to automatically remove guest access from files with a sensitivity label and 

configure Data Loss Prevention (DLP) policies to restrict external/guest users from accessing certain 
shared content located in SharePoint sites and OneDrive accounts depending on the sensitivity 
labels applied to them. This DLP policy would also block internal users from sharing files that contain 
sensitive information with any users outside of the organisation through SharePoint, OneDrive, Email 
or MS Teams 

 
 
M365 tenant and service level external sharing and security controls 

 
M365 tenant and service level external sharing and security controls cover the protection at a service 
level and include individual M365 applications and services, including but not limited to SharePoint 
Online, OneDrive, Teams and Power Apps. We have identified the areas of focus for each aspect of the 
M365 service stack. 

 
For Tenant wide External Sharing Configuration it may be necessary to conduct a review of the settings 
to validate whether all users are permitted to add in external users as guests or if this action is restricted 
to admins. If guest access is permitted at the tenant level, then exposure to corporate resources/data 
should be reviewed at the individual M365 service layers described below. 

 
• SharePoint Online (SPO) and OneDrive, including: 

 
o SPO external sharing settings to ensure organisation-wide settings are applied to the least 

permissible levels to limit accidental exposure of corporate data. 
o SPO and OneDrive Extended sharing settings for external sharing restrictions and the 

exemptions ensuring that they are suitably applied 
o Appropriate External file sharing settings to avoid the sharing of data with any anonymous 

recipients. Other security parameters such as link expirations should be considered if sharing 
with unauthenticated users is needed. 

o Guest/external sharing invites at the individual site collection and site level to determine if any 
internal sites should have their external sharing permissions restricted to administrators 
and/or disabled. 

 
• Teams 

 
o MS Teams External Access policy to ensure that end-user content sharing and 

communications is appropriately restricted 
o MS Teams Guest Access policy to ensure people outside the organisation who have access 

to FSA teams and channels have appropriate restrictions in place 
o Individual channel privacy settings to ensure permissions are set at an appropriate level 

 

• Power Platform suite (MS Power Apps, Power Automate, Power BI and Dynamics 365) 
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o Power Platform organisation-wide sharing/governance settings to ensure the creation of 

Power Platform sandbox and production environments is restricted and locked down to 
approved individuals. 

o Power Platform configuration and settings to determine the possibility of potential data leaks. 
o Power Platform’s Data Loss Prevention (DLP) policies to prevent approved users from setting 

up business automation flows that may inadvertently publish or leak corporate sensitive data 
to the external/public domain. 

 
• Microsoft Defender for Office 365 (Safe Attachments for SPO, OneDrive and Teams; Safe Links for 

M365 applications; Safe Documents) 
 

o Safe attachments for SPO, OneDrive and Teams: Blocking the opening and sharing of 
malicious content such as malware 

 
o Safe links for Office 365 applications: Protecting users from following malicious URLs/links 

in Office app documents 
 

o Safe documents for Office clients: Protecting against malicious Office files that originated 
from unsafe, untrusted or unknown locations 

 
As CSM partner CoreAzure will act as trusted advisor to the FSA ODD Teams, and should we become 
aware of any factors that potentially compromises the controls and protections in place for external 
access to the FSA’s M365 platform and Azure services we will identify these accordingly. For example, 
during peer review of changes as part of CAB. 

D Support, operation and optimisation of AD Connect between the Windows and Azure AD, 
ensuring that user logon services are available and that account details are refreshed and 
synchronised. 
Q13 - Describe how you have implemented and managed the AD Connect service for a customer similar 
to FSA. In particular, what tools and approaches have you used to ensure that the service is both 
optimised and fully resilient? – 25% 

 
CoreAzure has extensive experience of implementing and configuring Azure AD Connect as part of 
Azure cloud migration projects. There are several ways that AD Connect can be configured, including 
PTA (Pass-through authentication), password hash synchronization and federated authentication, 
depending upon the use case scenarios and business requirements. 

 
CoreAzure has successfully configured highly available AD Connect solutions for several organisations 
including Versus Arthritis, National Lottery Heritage Fund, UK Parole Board and Frank Roberts Bakery. 
These organisations required an AD Connect solution that provided them with high availability and 
resiliency with on-premises authentications. Following a requirements assessment and design phase, 
the ‘AD Connect with a staging server and Pass-Through Authentication’ (PTA) design topology was 
chosen. 

 
For the FSA we would complete a requirements and gap analysis to determine the most suitable 
approach and act accordingly. For the purposes of this ITT response, we have described our experience 
based on the PTA approach and although this is the most common technique being used as it meets the 
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majority of our customer requirements, CoreAzure possesses a wealth of experience in implementing 
the alternative AD Connect configurations. 

 
The main characteristics of the PTA design are: 

 
• It provides high availability and resiliency at several levels in the technology stack. For example, if a 

PTA agent fails, and assuming that there are multiple PTA agents deployed, the service will 
automatically fail over to another working PTA agent within the environment and the service will 
continue to operate. 

• PTA requires user authentication requests to be authorised using an on-premises or Azure-based 
domain controller. Best Practice design for AD Domain Controllers (DC) is to have multiple AD DC’s 
in each site. This provides the PTA agents with the ability to access whichever AD DC that it can 
access. If there was an issue with a DC, the PTA agent will switch automatically to a responding DC. 

• PTA agents can be installed on multiple on-premises or Azure-based servers which can talk directly 
to Active Directory (AD) to perform the authentication requests. 

• Self-Service Password reset capability: PTA allows users to reset their own passwords via 
Office.com 

• User passwords remain within the Active Directory Domain Infrastructure (see below). 
• On-premises password policies are applied. 

 
 

 
 
PTA is used in conjunction within the context of a staging server design, which provides the failover 
(warm standby) capability for identity synchronization and as such establishes an additional later of 
resilience. The main characteristics of the staging server design are: 

 
• that the primary and staging servers are configured as an active/passive setup 
• the staging server is primed ready to take over quickly in the event of the primary server failing 
• that it provides the ability to test patches and updates in staging prior to updating the primary AD 

Connect server therefore minimising any service impact. 
 
In the examples mentioned, the approach that we used, were based on AD Connect, to ensure that the 
AD Connect service was optimised and fully resilient, the following engagement and design 
characteristics were employed, including: 

 
• Optimised solution designs were based on the outcome of a discovery workshop that captured a full 

range of relevant requirements 
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• High-level and low-level designs were formally approved including the details of design decisions 

and compliance 
• 99.99% Microsoft uptime SLA was achieved by provisioning the AD Connect primary and staging 

servers within an Azure Availability Zone 
• AD Connect was configured in staging mode and the authentication method as Pass-Through 

Authentication. 
• AD Connect was configured using Azure PaaS SQL services to host the AD Connect database 

which contained the sync data between the primary and staging server. 
• Pass-Through Authentication agents were used. At least 2 per site were recommended (a minimum 

of 3 overall and a maximum system limit of 40). 
• In accordance with Microsoft best practice all servers running authentication agents were treated as 

Tier 0 systems with suitable hardening applied 
• The solution was fully tested, and comprehensive documentation was produced and handed over 

within the Transition to Service stage. 
 
This approach provides high availability and resiliency within the infrastructure at several levels, these 
are: 

 
• Resilient Authentication process, achieved via multiple Pass-Through Authentication agents being 

deployed, which have access to multiple AD Domain Controllers (DC) at different sites within the 
domain. 

• Resilient Synchronization service, achieved via the deployment of primary and staging AD Connect 
servers 

• Highly Available Azure SQL-PaaS services provided the backend Database for the AD Connect 
servers to communicate and synchronize settings. 

• Hardware-level high availability of the AD Connect virtual server infrastructure, via Azure Availability 
Zones. 

 
In terms of the use of tooling to ensure that the service is optimised and fully resilient we have used the 
following: 

 
• Native Azure AD Connect health agents 
• Native Azure monitoring tools to provide insights on Virtual Machine status 
• Custom PowerShell scripts which run periodically to report on the status of services, 

synchronizations, and event viewer logs on the Virtual Machines. 
 
These tools assist with the automated monitoring of the continuous activity and performance of the AD 
Connect servers and the synchronization service and provide enhanced security reporting and rich 
usage metrics which will allow us to quickly identify any potential issues and act accordingly in line with 
incident or major incident management should any issues arise. 

Section 3: Business Intelligence and Analytics Tools - 20% 
• A Provide support for the underpinning Microsoft Power Platform technologies (PowerBI, 

PowerApps, Power Automate), ensuring that the toolsets and portals are available, secured 
and backed up. (Please note that support for individual Power Platform applications, reports 
and other custom functionality is not included). 

• Q14 - Describe how you will support the Microsoft Power Platform environment. What would you 
see as the required operational tasks and what steps would you take to resolve performance issues 
reported to the service desk by application users? – 50% 
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• 
The Power Platform has gained popularity recently and CoreAzure has seen growing demand for 
application development on the platform, as well as support for applications developed on it. Whilst the 
Power Platform makes it easier for citizens and power users to develop applications, it is important not 
to drift into a repeat of what happened a decade ago with Access databases. A proliferation of badly 
written solutions provided work for IT consultants for years thereafter. Adopting the Power Platform and 
doing it well therefore requires governance, process, controls, guidance, design patterns and best 
practices to ensure that the solutions are robust, adequately tested and suitable for production use. 
Practices such as separated environments, a considered promotional model (i.e. dev to test to prod) is 
equally valid when creating Power Apps for use within the enterprise. Similarly, design and configuration 
documents play an important part in creating robust maintainable solutions. Indeed, for CoreAzure’s 
Managed Service team to be able to effectively support Power Apps, these are required artefacts. 

 
As an example of best practice, it is important to understand delegation in a canvas app. The key to 
building efficient canvas apps, as with other types of apps, is to minimise the amount of data that must 
be brought to the device. Delegation minimises the need to move data over a network by placing the 
responsibility on the source system, such as SharePoint Online. Using large data sets requires using 
data sources and formulas which can be delegated (to CDS/Dataverse, SharePoint and SQL Server). 
Not all Power App functions are delegable (for example, something as common at Not()), so similarly, it 
is important to know which ones are, when developing apps which process large data sets. This is the 
only way to keep such an app performing well, yet if developers do not follow this single best practice, 
performance issues are likely to occur as data volumes increase beyond 2000 records. 

 
Because the Power Platform is essentially a SaaS service managed by Microsoft, there is very little to 
do in managing the platform itself, operationally. However, managing the development, testing and 
release, and lifecycle management of the developed applications on the Power Platform are examples 
of specific support and management activities that are required. Taking release management for 
example, once a Power App is in production, there needs to a process to ensure that adequate testing is 
in place, that approvals are sought and provided, that release windows are discussed with the customer, 
and indeed that all releases are subject to the same level of governance and scrutiny as any other 
custom-developed solution. Power Apps can be very quick to develop compared to custom-developed 
solutions, but they can equally easily fall over due to bugs and cause as many potential issues as any 
other type of solution. 

 
Where performance issues are reported to the FSA service desk by application users and following 
Triage the incident would be passed to CoreAzure who will firstly seek to reproduce the issue and 
determine the root cause. This could be a one-off issue which cannot be reproduced, or it may have 
been caused by a fundamental design flaw or inefficiency in the design and build approach for the 
Power App. Having reproduced the error, the CoreAzure Managed Services team will work with the 
relevant party to determine the precise nature of the issue, and if necessary, seek to propose 
remediation to resolve the issue. Where the Power App is not already in a dev/test environment it will 
need to be deployed in a separate environment so that troubleshooting can occur without the risk of 
further affecting the live service. 

 
The other aspect of support that we envisage is ‘the how to’ support where users make enquiries about 
the use of the Power Apps platform. Whilst we recognise the potential downsides of user-driven 
development and use of ‘low code’ solutions, it is in line with the ‘shift left’ philosophy and the answer 
therefore is to capitalize on the potential benefits by providing proactive support and advice for users 
who choose to explore the capability. Therefore, our support model will include some limited provision 
for advice and guidance about the best way to exploit the M365 platform including Power Apps and if 
necessary, the request may need to be funded from the Project allocation or be subject to change 
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control. This is a support model that we have successfully implemented and continue to operate at the 
National Lottery Heritage Fund. We have seen a growth in the demand for these services as users 
become more aware of the potential. 

• B Proactively monitor performance, respond to and fix anomalous patterns and service 
outages and undertake Root Cause Analysis. 

• Q15 - Give an example to illustrate your experience of performance monitoring and problem 
resolution in respect of Microsoft Power tools. How have you engaged with application operations 
and development providers to accomplish this? -50% 

 
One of the principal advantages of the Power Platform is that as a Microsoft-managed SaaS platform, it 
requires no performance monitoring. It is the responsibility of Microsoft to manage the platform, monitor 
its performance and resolve problems. That said, applications built upon the Power Platform still need to 
be written in such a way as to not introduce performance problems and cause the end users to have a 
poor experience. 

 
An example of how we have engaged with our clients to support them in their use of the Power Platform 
is at the National Lottery Heritage Fund. The business is now using Power Apps, Flow, SharePoint 
Online and Exchange Online to simplify their application landscape and rapidly develop solutions. 
However, as they transitioned from legacy SharePoint development to modern Power Apps, there have 
been some issues and learning opportunities and areas for development. One example of this is 
performance issues when trying to query too much data at once. As mentioned previously (in our 
response to S3 q14 and below for context), delegation enables Canvas apps to delegate the 
responsibility for efficient backend data processing to the data source. Knowledge of the functions which 
support delegation together with using a data source which supports it has enabled NLHF to develop 
Power Apps with no reported performance issues. 

 
For context, as an example of best practice, it is important to understand delegation in a canvas app. 
The key to building efficient canvas apps, as with other types of apps, is to minimise the amount of data 
that must be brought to the device. Delegation minimises the need to move data over a network by 
placing the responsibility on the source system, such as SharePoint Online. Using large data sets 
requires using data sources and formulas which can be delegated (CDS/Dataverse, SharePoint and 
SQL Server). Not all Power App functions are delegable (for example, something as common at Not()), 
so similarly, it is important to know which ones are, when developing apps which process large data 
sets. This is the only way to keep such an app performing well, yet if developers do not follow this single 
best practice, performance issues are likely to occur. 

 
Our engagement with our clients is often initially via our Managed Service team. They will log the calls 
and try to resolve immediately, but where this is not possible a 2nd and then a 3rd line engineer with 
expertise of the Power Platform will be receive an escalation. The engineer will typically then work with 
the client stakeholder and the Managed Services team to understand the problem, review the design 
and implementation before suggesting potential changes to resolve any performance issue. As part of 
the understand and resolution activity we will typically use the opportunity to ‘shift the knowledge left’ 
educating both user and service desk personnel, application operations and development providers to 
increase the scope for first time fix and reduce the likelihood and occurrence of future problems. 

 
To help resolve such performance issues, a best practice is to use Application Insights (a feature of 
Azure Monitor) to log telemetry data from the Power Apps to Azure Monitor. This can be used to 
understand the performance profile of the application and troubleshoot any performance issues. 
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Section 4: Support for Third Party Services - 15% 
A Work with suppliers of third party applications in Gartner Layer 1: Systems of Record to 
ensure that FSA users are able to access – and securely authenticate with – the applications. 
Q16 - Scenario: A third party hosted service has been upgraded and users report that they "cannot log 
on to the application". User accounts are synchronised with your customer's Windows AD through 
ADFS. How will you work with the service provider to troubleshoot the issue and ensure that resolution 
is assigned to the appropriate partner? – 50% 

 
As the CSM partner, we recognise the significance and inevitability of these situations arising. We also 
recognise the challenges of the multi-supplier context and many of our ITT responses are focused on 
how we will work productively and efficiently with the FSA’s third-party suppliers to build new service 
capabilities but also to resolve complex service-affecting issues. As CSM partner, we recognise our role 
and responsibility to manage and oversee services from a lifecycle perspective and that this often 
involves the synthesis of third-party provided services which culminate in a service or a capability 
delivered to the end-user. 

 
We would expect this issue to have been initially reported as a first line support issue and given the 
circumstances described we would expect that it would be managed quickly and efficiently by utilising 
our existing service management processes. These types of incidents do not always follow the 
designated processes and we have reflected this in our response. Once resolved, and as CSM, it is 
important that, if necessary, we ‘shift left’ the issue back to the service desk so that any mistakes made 
can be both recognised and prevented from further re-occurrence. 

 
Given the scenario described, the users experiencing the issue will in all probability have reported the 
issue as a series of multiple incidents. In these circumstances it is not uncommon for these to have then 
been triaged and routed to either the application hosting provider (third-party supplier), the network or 
CIM (Cloud Infrastructure) provider. Again, based on our experience it is not uncommon for either 
supplier to have triaged the incident and on the basis that it was not within their scope may well have 
closed the incident and replaced it with an associated problem record. Incidents, however, should never 
be closed until the user is satisfied that the incident has been fully addressed. 

 
At the point at which the problem record is created, either during the initial triage or following the 
allocation to on this occasion the application hosting provider or Network provider, CoreAzure will be 
notified. On assessing the incident history, as CSM we would always initiate / oversee a Root Cause 
Analysis that in collaboration with the application hosting provider and Network supplier will identify the 
underlying cause of the issues. We recognise the key role that the CSM partner plays in resolving these 
complex incidents and that it is expected that we work on behalf of the FSA to co-ordinate the incident 
resolution working with in this case multiple suppliers. 

 
The Root cause analysis will follow a standard and repeatable process based upon a formal and 
thorough examination of the issue in question. In these circumstances we would: 

 
• Check if this is a new application and hence is it within a warranty period – if it is, then we will 

engage with the project delivery team(s) and seek resolution prior to AIS 
• Seek to clarify the precise nature of the reported incident gathering all available contextual and 

incident-related data 
• Rule out any potential conditional issues, for example try connecting using different machine types, 

internet connections, browsers, and user/personas 
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• Work with the third-party supplier to confirm the configuration at their end is correct and that nothing 

has changed 
• Check if the AD FS service is up and running correctly 
Check if you can connect to the IdP sign-in page https://sts.food.gov.uk/adfs/ls/idpinitatedsignon.aspx 
• Check if certificates are still valid 
• Confirm if it possible to navigate to the federation metadata website, for example 

https://sts.food.gov.uk/federationmetadata/2007-06/federationmetadata.xml 
• Confirm if it is possible to navigate to the federation services page, for example 

http://sts.food.gov.uk/adfs/adfs/fs/federationserverservice.asmx 
• Check event viewer for errors/warnings on the AD FS server farm servers in Applications and 

Services Logs\AD FS\Admin 
• Enable AD FS debug tracing, which will enable verbose logging to help identify any issues and 

propose remediation measures and oversee implementation from a Problem Management resolution 
perspective. Test solution and based on user feedback close the Problem Management record 
and/or original Incident 

• Finally, Feedback or ‘shift-left’ resolution details that would aid future 1st line diagnostic or triage 
activity 

 
Our response is fundamentally conditioned by the FSA’s incident management process, flowing into 
Problem Management, with the potential to escalate to what would be considered to be a Major Incident 
which would involve the Major Incident Management process including root cause analysis and follow up 
via a Post Incident Review (PIR). In answering the question, we have also made references to our 
escalation process (see below) as it likely that, given your scenario, this would be required (subject to 
the nature of the ‘production service’ to which you refer). 

 
 
In these circumstances, CoreAzure will usually initiate the following steps and procedures, and in 
accordance with our standard problem resolution model 

 
Initiate 

 
Assess 

 
Design 

 
Implement 

 
Review & Evol 

 • Raise an issue within 
ServiceNow (Incident / 
Problem ticket) 

• Notify FSA & 
stakeholders 

 • Gather relevant 
information 
→     Criticality of the 

affected system 
→     Key stakeholders 
→     Technical SME’s 
→     System 

dependencies 
• Identify desired end 

state 
• Objectively impact 

assess the current 
situation 

• Complete GAP analysis 
to form basis of a 
remediation plan 

 • Based on GAP analysis, 
identify remediation 
options 

• Recommend suitable 
remediation with FSA (a 
short term fix maybe 
required) 

• Agree remediation 
action with FSA 

 • Coordinate agreed 
remediation action 

• Test & evaluate the 
results 

• Notify FSA 

 • Lessons learned re 
& update knowled 
base 

• Complete process 
compliance review 
aimed at preventin 
occurrence 

• Communicate resu 
FSA & relevant thir 
parties 

• Embed process rev 
& enhancements 

 

http://sts.food.gov.uk/adfs/adfs/fs/federationserverservice.asmx
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To underpin these activities and in line with the FSA collaboration charter, we have implemented the 
following techniques and processes to achieve a successful cross-supplier model and in this example 
ensure that the suppliers are working effectively together and that ultimately the issue is dealt with by 
the appropriate partner; 

 
• developed 3rd party RACI matrices to clarify and define all vendor and cross-supplier responsibilities 
• introduced a healthy and honest culture of challenge to drive understanding and continuous 

improvement 
• encouraged 3rd party suppliers use the same IT service management tool so that progress is 

recorded centrally, and that monthly service management metrics are produced to support routine 
service management reviews 

• shared our technical expertise and experience, not just in cloud hosting but a wider understanding 
and appreciation of the other technical pillars 

• demonstrated a commitment to understanding and establishing joint working initiatives and/or 
improvements 

• fostering and supporting communications across suppliers utilising available technologies such as 
Teams; as well as frequent supplier bulletins and associated updates 

• defining and agreeing a range of performance metrics that will contribute to our combined success 
as a cross-supplier community 

leveraging our special Microsoft relationship to support the needs of the wider cross-supplier community, 
ultimately benefitting all customers. 

B Work with FSA and other support partners to design and implement cross-functional solutions 
in response to changes to third-party hosted services, In particular, this will include working in 
partnership with our Cloud Infrastructure and Connectivity Management partners to enable user 
access to Government Services as these are migrated from the Public Sector Network (PSN) to 
Internet hosting. 
Q17 - How will you work with both FSA and our Cloud Infrastructure and Connectivity Management 
partners to enable user access to Government Services as these are migrated from the PSN to Internet 
hosting? – 50% 

 
Based on a comprehensive understanding of the requirement we will work with the Cloud Infrastructure 
and Connectivity Management partners in the design of the user access solution to address the access 
requirements whilst maintaining an alignment with the FSA’s architectural principles and technology 
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roadmap. Our response to a degree is dependent upon the type, size and business criticality of the 
hosted service and the number of FSA support partners involved. However, as a rule, and as CSM 
partner, our default approach would be to use an agile process and DevOps wherever possible to 
enforce the degree of rigor and to ensure the repeatable nature of these often critical infrastructure 
projects. 

 
The agile process we propose to use is based on Scrum. Work will be taken from the product backlog 
into sprint backlogs and, through each iteration, the user stories on the sprint backlog will be prioritised 
and selected for work on the sprint backlog. This will involve regular and ongoing planning throughout; 
and daily stand-ups will ensure that the joint project team is communicating effectively and that there is 
full transparency of resource utilisation. The approach is very much focused on achieving continuous 
improvement, measuring velocity and maintaining a sense of forward motion. 

 
Our Scrum process is supported by a DevOps tool chain, specifically from a work management 
perspective using Azure DevOps. This will enable us to collaborate effectively with third parties, 
wherever they are located, a particular characteristic of the scenario that you have described. Similarly, 
sprint review and retrospectives, which would have taken place in a project room in the past, can all now 
take place using remote working tools such as Microsoft Teams. We know that this is an important 
consideration given the multi-supplier model operated by the FSA. 

 
In the case of the example provided in the question scenario (e.g. to enable user access to Government 
Services as these are migrated from the PSN to Internet hosting) we are able to reference the work that 
we have been asked to consider recently for the FSA, to facilitate the implementation of the technical 
requirements that are associated with allowing users to access applications over the Internet that the 
FSA previously accessed via PSN. 

 
Our answer is written from the perspective of enabling access to the ‘MoneyWeb’ replacement as this 
service is being migrated from the PSN to an internet-based hosting model. 

 
The required stages in the design & build phases are as follows: 

 
In collaboration with the FSA ODD teams, the third-party application vendor and business owner, 
CoreAzure will: 

 
• Gain a comprehensive understanding of specific requirements for access 
• Generate a comprehensive understanding of the end-user access requirement for the service that 

will be hosted on the Internet 
• Assess the security controls to ensure that an acceptable level of risk has been achieved 
• Develop and agree the solution design – an Azure AD enterprise application facilitating identity 

integration 
• Implement and test the solution in a segregated environment. As these practices become more 

commonplace and standardised, the need to test and evaluate each time diminishes 
• Implement the solution in the production environment 
• Transition into service (assignment close) in accordance with the FSA’s AIS processes. 
• Following a successful transition, work with the Cloud Infrastructure and Connectivity Management 

partners to remove any legacy resources and/or dependencies associated with accessing the 
service via PSN. 

Section 5: Lifecycle Management – 15% 
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A. Enable FSA to make the best use of Microsoft releases and improvements by working with us 
to plan and implement the release of new and updated M365 services. This will include working 
with our Endpoint Management partner to ensure that relevant new releases are available for 
deployment through Intune and other distribution media. 
Q18 - Our objective is to make sure that as Microsoft release and update 365 services, we are able to 
identify those that will have the greatest user benefit and impact. Please describe how you will bring 
understanding of the M365 services and the release schedules to proactively inform FSA and our 
support partners' release management processes – 40% 

 
Given the multi-supplier model we recognise that there is a range of different stakeholders that would 
benefit from the visibility and insights into the Microsoft release schedule. It is therefore important that 
we treat stakeholder groups according to specific need, using the most appropriate communication 
methods, working alongside and collaboratively with the FSA ODD Teams. 

 
On a weekly basis we will review the contents of the Microsoft release schedule for new and updated 
M365 services; identifying where appropriate the pre-requisite configurations that will need to be 
implemented in preparation for the scheduled change. This assessment will also take into consideration 
the change appetite across the user community to prioritise and maintain a healthy balance between 
exploiting the opportunity and creating change fatigue. 

 
Working collaboratively with the FSA, the result of this initial assessment will be used to update a 
release plan that will then made available to a range of relevant stakeholders including but not 
limited to, the FSA ODD Teams and all FSA 3rd party suppliers, providing an opportunity to feedback 
on the contents of the plan. The release plan is a living document that evolves in step with the 
Microsoft release schedule – and it is important that we make the plan accessible by placing it in an 
FSA controlled shared area as ultimately this plan is owned by the FSA. 

 
We will use our knowledge and understanding of the FSA and third-party supplier responsibilities to 
highlight in particular those aspects of the release schedule that we consider to be of particular 
relevance. In doing so we will identify opportunities, including the greatest user benefit. We recommend 
that we incorporate into a monthly review cycle an item that focusses on the evaluation of the suitability 
and applicability of M365 releases. If necessary, we can draw in specialist input from Microsoft to cover 
items of particular interest in greater depth. We operate in this way at the National Lottery Heritage Fund 
where new M365 releases are discussed with the in-house team and selected suppliers on a regular 
basis. 

 
Where the release review identifies areas of potential it is important that the release details are also 
discussed and agreed in line within the context of the relevant FSA service management process. This 
may mean an activity that falls within the CSIP scope or for more substantial requirements it may require 
a project to be added to the ODD project portfolio along with the associated project governance 
requirements. As CSM we would expect to continue in an advisory capacity to benefit the FSA and third- 
party suppliers calling on our relevant experience and know-how. 

 
In the wider context of the wider Microsoft services and products release planning it is worth noting that 
Microsoft’s roadmap is moving rapidly into the employee-experience space with its announcement of 
Microsoft Viva in February 2021. Viva brings together existing technologies including Yammer and 
SharePoint, to its analytics and additional Cortex-driven knowledge-management platform. Viva marks 
Microsoft's entry into the category of tools for employee experience, onboarding, work-related education 
and knowledge discovery. We believe Viva Connections could provide a significant capability for the 
FSA to consider adopting. It brings together internal communications capabilities from SharePoint 
intranet experiences, Yammer communities, Stream video content and Teams live events. It will be the 
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gateway to internal communications and company resources and will be included in the FSA’s M365 
license without additional cost. 

 
The FSA has transformed their ways of working to become a primarily home-based and multi-site 
location organisation and providing these digital resources and experiences virtually/remotely would 
provide real advantage and enhanced knowledge services to their workforce. 

 
At this year's Ignite, Microsoft announced plans to rollout Cortex components that can be accessed 
inside existing Microsoft applications like SharePoint and Teams. We believe that SharePoint Syntex, 
the first component of Project Cortex due to be released, will allow the FSA to better develop and 
integrate their use of M365 tools. SharePoint Syntex uses machine teaching technology to sort, tag, 
route and store content, such as expense reports and invoices, contracts, and various other types of 
documents. SharePoint Syntex is due to be available from October 2021. 

 
The FSA’s goal is to be ‘evergreen’, perpetually updating and improving their services, continuing to 
adapt to change, embracing and adopting new technologies as they emerge. CoreAzure are flexible and 
innovative in our approach to delivery, and we have identified these specific roadmap developments as 
being key to providing continuous improvement and quality of service for the FSA. Cortex and 
SharePoint Syntex are particularly exciting data driven developments, leveraging advanced AI and 
machine teaching to amplify human expertise, automate content processing, and transform content into 
knowledge. 

B Work with Application Support and Development Partners to ensure that best practice is 
followed, hosted service capabilities are utilised and re-used and that bespoke solutioning is 
minimised. 
Q19 - How will you work with Application Support and Development Partners to ensure that best 
practice is followed, that hosted service capabilities are utilised and re-used and that bespoke 
solutioning is minimised? – 30% 

 
As CSM partner it is important that we appreciate the diverse nature of the multi-supplier partnership 
and multi-vendor model for hosting, development and application support. As such our approach to 
working with application support and development partners has to be technology agnostic and neutral; 
and the experience is designed to be consistent and appropriate for all application support and 
development partner requirements. In fact, we will operate closely on behalf of the FSA ODD teams and 
to represent them in the context of being a trusted Technical Design Authority (TDA) and to assist them 
in facilitating the improved maturity of the FSA’s third-party suppliers. 

 
We will ensure that best practice is followed by Application Support and Development partners by 
establishing ourselves as a trusted and expert advisor and an integral element of FSA’s wider 
governance processes, including change control and partner service reviews. Our role will be to ensure 
that services and proposals provided by the FSA’s partners are assessed and quality assured and 
considered against a set of pre-defined standards and operating practices. These will be developed 
collaboratively with FSA stakeholder (ODD) teams such as the core IT team, the security team, the 
digital team and the service management team, and will be based upon industry, Microsoft and 
CoreAzure best practice standards, for example that: 

 
• Solution designs are always commensurate with formally defined functional and non-functional 

requirements and that where appropriate, designs are presented in terms of low and high-level 
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detail. For example, high-level designs are best presented in a PowerPoint format as this means we 
can turn around high-level architectural questions quickly. Lower-level designs are usually presented 
in Word document format and contain a much greater level of detail. As part of the design process, 
we will consider industry and vendor best practices and leverage the real-world experience of our 
engineering teams 

• Ensuring that documentation is always clear, and that solution alignment is validated and that the 
FSA’s third-party suppliers can demonstrate and evidence how their solution fits with the quality 
standards that we assisted the FSA ODD teams to develop 

• Standards align to the principles and guidance outlined by UK Government and NCSC standards 
• Security requirements and design principles, where applicable, are aligned to the FSA’s zero trust 

model 
• DevOps principles, practices and controls are adhered to 
• Wherever possible we leverage proven patterns and practices for whichever technology stack is 

used 
• We continually question the status quo to ensure that a particular approach has not been succeeded 

by new guidance 
• We do not re-invent the wheel where there is a perfectly good component available to re-use, 

whether this is from Microsoft, other vendor or open-source 
 
Ensuring that Application Support and Development partners utilise and re-use existing hosted service 
capabilities and avoid unnecessary bespoke development is fundamentally dependent upon us 
establishing, maintaining and socialising a comprehensive understanding of the cloud hosting 
environments (Azure, GCP and AWS for example), the platform and the associated services 
capabilities, both ‘as is’ and ‘to be’. Platform capabilities continually evolve and therefore it is important 
that new service and development requests are considered within this context, particularly where they 
potentially involve new system concepts and/or operations. 

 
We will use this understanding and awareness to underpin the FSA’s governance processes; and in a 
similar way to us maintaining best practice, we will ensure that that at an early stage of assessing a 
change put forward by an application support and development partner that, if appropriate, we are able 
to advise how best to utilise and leverage existing capabilities that already exist both in terms of the 
FSAs cloud platform and that of existing system capabilities such as from an Azure perspective, M365 
and Teams. This will therefore avoid the unnecessary proliferation of technologies and operating model 
complexities. For example, we will be seeking to rationalise and simplify the application estate by 
leveraging the capabilities of the MS Power Apps platform to perform equivalent system capabilities and 
working closely with our colleagues across the group in being able to provide proactive support and 
development to non-Azure applications. Collectively, we will also encourage Application Support and 
Development partners to think in different ways and to consider how business and service challenges 
can be met through supporting processes and end to end value chains with MS Power Automate (aka 
Flow) or other ‘low-code/no-code’ platform solutions. 

 
We will support the FSA’s “buy, don’t build” strategy incorporating the principles defined within the ITT 
into our service operating model, for example: 

 
• providing those insights into latent capability and wider market intelligence associated with the 

capabilities of the MS platform components as well as other cloud vendor capabilities that currently 
existing across the FSA partner community. Where possible, we will assist in brokering these system 
and capability alliances 
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• working alongside our parent company Methods to ensure we are continually aware of new and 

emergent developments in UKHMG and how these organisations are exploiting the potential of 
cloud-based platforms (including but not limited to Azure) 

Finally, to ensure that CoreAzure is always aware of industry best practice, as well as developing our 
knowledge internally, we aim to hire the very best and experienced talent which continually broadens 
and deepens our internal knowledge. This allows us to always keep up to date with latest developments 
and pass this onto our clients by building into our services and delivery approach. Our staff attend 
relevant industry & Microsoft conferences, and are given time and management support to undertake 
continuous professional development and attain new and updated certifications. This ensures we have 
the right mix of skills and capabilities within our staff, which allows our clients to benefit from the 
investments CoreAzure makes in its most important resource. 

C Proactively advise FSA of forthcoming end of support deadlines for application and 
infrastructure components and take a lead role in projects to upgrade or decommission legacy 
technologies and services. 
Q20 - How will you ensure that end of life/ end of support notifications are acted upon and that FSA are 
appraised of the options for addressing them? – 30% 

 
We will ensure that end of life / end of support notifications are acted upon and that the FSA are 
appraised of the options for addressing them by formally incorporating the associated details into the 
FSA’s CMDB which will produce a detailed record of the application components and dependencies with 
relevant relationships in the FSA ITSM tool ServiceNow. This record of application assets will provide a 
reliable and repeatable method of ensuring that key events, including but not limited to EOL and EOS 
are anticipated, addressed and delivered as part of an on-going maintenance and improvement 
programme. Ultimately, it will ensure that all key aspects of the application and service support lifecycles 
are monitored, tracked and reported against as part of regular service reviews. The CMDB will assist in 
responding to many of the challenges associated with the FSA’s multi-supplier model and will provide a 
consistent record of assets for the benefit of all FSA suppliers. In terms of maintaining the accuracy of 
the CMDB it is important that FSA service teams and other third party suppliers assist in maintaining its 
accuracy and underlying integrity. This will be achieved by following a robust and well-managed change 
control and acceptance into service process. 

 
We are mindful that currently the CMDB at the FSA requires some attention and this is why, as your 
Cloud Infrastructure Management (CIM) provider, we have included its development within our proposed 
improvement roadmap and Continuous Service Improvement Plan (CSIP). As CSM provider it is 
important that we quickly establish the CMDB, which will involve the following key steps: 

 
• Discovery: Interview application owners to establish an understanding of all application components 

and dependencies (including support/ownership arrangements for each component). We will capture 
and understand the business functions and processes that the application supports in order to 
determine and judge the impact of either application not being available. 

• Data Capture: We will formally structure the information captured during a discovery stage into a 
usable and compliant format ready to be validated and then entered into ServiceNow 

• Data Validation: We will report back on the information discovered and captured to confirm our 
correct understanding, validity and accuracy 

• Data Refinement: Following data validation we will apply any corrections, prior to re-validating 
• Data Entry into ServiceNow: We will update ServiceNow with relationships between configuration 

items 
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• Demonstration: We will arrange and deliver a ServiceNow-based demonstration of how the change 

process and impact assessment based on the CMDB information will operate going forward and via 
a RACI matrix, clarify on-going responsibilities. 

Service review meetings will be used to formally report and plan for EOL/EOS events, ensuring that 
delivery schedules and resources exist to deal with these in a timely way. Planning for EOL/EOS events 
will typically involve a number of activities and pre-requisites including but not limited to: 

 
• Where appropriate, option appraisals and assessments will be used to consider ways in which to 

improve the service and/or capability 
• If the change does not warrant or justify full project governance, we would recommend that it is 

managed and resolved via the FSA’s Problem Management Process 
• In either change scenario (project or problem management) it is important that common processes 

are established to formally structure and evaluate any decision-making; for example, choices and 
decisions are based on agreed success criteria and business requirements 

As part of continuous service improvement and in line with the ‘buy not build’ and re-use philosophy it is 
vital that as part of the options assessment that the suitability of existing solutions is appropriately 
considered (across the entire FSA estate and capability) 
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Transformational ITT response 
 

        TENDER reference         FS430634 – Cloud Service Management 
  

Section 1: Software and Platform as a Service Environments – 25% 

A FSA has an ultimate objective of a Zero Server infrastructure for business services. We 
are looking for a Cloud Service Management partner to work alongside/provide 
infrastructure and platform support for our in-house teams on projects to migrate 
applications from IaaS virtual servers to PaaS or SaaS solutions 
Q1 - Please describe how you will enable and support a strategy of application migration from 
IaaS to SaaS/PaaS alternatives. Your answer should encompass how you will work alongside the 
Digital team and developers to ensure that solutions are correctly aligned to hosted services and 
with FSA IT to identify and initiate opportunities for service migration – 30% 

 
Where CoreAzure expect to make the most significant contribution to the FSA’s objectives is 
through our experience of moving organisations from IaaS to PaaS and SaaS-based alternatives. 
As part of enterprise migration projects, we have demonstrated a proven ability to successfully 
remove sun-setting IaaS applications. At the University of Plymouth, we halved the size of the IaaS 
estate through: 

 
• PaaS exploitation 
• Working with the application owners and IT / business teams to identify SaaS-based 

alternatives 
• Decommissioning applications and workload through identifying duplicate capability. 

 
Success in this area has been made possible by working collaboratively with client teams and in 
the Plymouth University example we worked very closely with application owners and 
developers but the techniques we used have equally applied to all of our successful enterprise- 
scale cloud transformation projects. Whilst we have the knowledge of the techniques used to 
source Cloud PaaS-components, identify SaaS options and remove duplicate functionality across 
application portfolios, we rely strongly upon the client’s detailed knowledge of their application 
portfolio, type and functionality when jointly identifying application optimisation and 
modernization opportunities. Despite extensive discovery exercises we acknowledge that we will 
never have the same level of understanding that our clients have of their application portfolios 
and in the case of the FSA, the insights that the ODD teams will have regarding application 
roadmaps and anticipated pathways. Often, documentation is incomplete and therefore increases 
the value of customer insights. Collaboration between the FSA ODD Teams, service representation 
and third party suppliers is key to the extent to which the FSA modernizes its application estate. 

 
Based upon our experience the key area of collaboration between the FSA and CoreAzure will be 
in the following areas: 
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• Understanding and appreciating the strategic and/or operational relevance of an application 

and the planned or anticipated pathway 
• The underlying application architecture and configuration details 
• Data usage (volume, type and the organisational significance and sensitivity of data held) 
• Areas of known risk and or functional deficiencies (including application and workload 

integration) 
• Knowledge of existing development plans or plans to replace and/or decommission 
• Periods of the year or events within the business calendar that would impact development 

timescales and periods of planned downtime associated with an application migration. 
 
These insights, information and intelligence only made possible by collaboration between the FSA 
ODD Teams and CoreAzure will be used to shape and deliver the move / migration of individual 
applications or clusters of workload capability. Migrating applications and workloads from on 
premises hypervisors or existing cloud IaaS to PaaS or to a vendor’s SaaS alternative, depends on 
the type of application being migrated. Legacy ISV COTS apps can be migrated to a vendor’s SaaS 
alternative where it exists, but this depends wholly on the vendor. 

 
Where a current custom-developed application is still early enough within its life-cycle, it may be 
viable/worthwhile to migrate it to a PaaS platform, for example web hosting or database hosting. 
Where a custom-developed application would benefit from re-development in a SaaS-based 
application framework (such as Salesforce or Dynamics 365), this is something on which 
CoreAzure often provides guidance. For a remainder of applications, such as core infrastructure, 
legacy applications with hardware dongles, or applications which are soon to be sun-setted, it 
may not be worth moving, but rather focus on decommissioning the application and modifying 
existing business procedures to no longer depend on that system. 

 
CoreAzure has gained wealth of experience from migrating and modernising literally thousands of 
applications working with a wide range of clients. In total we have delivered in the region of 20 
enterprise-scale migrations with central and local government, UK universities, health, 3rd sector 
and private sector organisations. Most of these migrations have focused on improvement and 
optimisation and have involved application migrations from IaaS to SaaS/PaaS alternatives. This 
includes COTS, on premises VMs to IaaS, web apps to PaaS, web apps to Docker and Kubernetes, 
data migrations for SaaS as well as consolidation of retained workloads using on premises hyper- 
converged infrastructure. As CSM we intend to leverage this experience to directly benefit the 
FSA’s Digital team and developers to correctly align solutions to hosted services and FSA ODD 
Teams to identify and initiate opportunities for service migration. 

 
As part of early work with clients, we undertake a 6R analysis (Remove, Retain, Re-platform, 
Rehost (lift and shift), Repurchase and Refactor). This gives a landscape view of the migration 
work to be done and enables us to prioritise and resource appropriately. For example, 
repurchasing a SaaS version of an existing 2 tier client/server app from an ISV is a very different 
proposition to internally refactoring a web application or web API to Docker and Kubernetes. 
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When migrating an application from a virtual machine, whether on premises hypervisors or 
existing IaaS, CoreAzure always takes the time to fully understand and document the as-is 
solution. We understand the inbound and outbound dependencies, interfaces, data sources, ‘auth 
and auth’, etc. This activity usually yields a short list of options for a migration approach. For 
COTS applications, this is usually more straightforward because unless the ISV offer a modern 
SaaS version and a path for data-migration, the application will have to be re-hosted on IaaS in 
Azure. Therefore, to eliminate IaaS for COTS, often the only solution is an alternative, modern 
product. 

 
For custom developed applications (like .NET, PHP, Java, Node.js, etc.), some applications will suit 
PaaS, some containerisation and for some neither may be feasible without significant refactoring 
effort. Modernisation usually involves some amount of refactoring, so that they are ‘good citizens’ 
within the target hosting platform. This is often dependent upon the client organisation to make 
SMEs available to do the work. 

 
CoreAzure will work with your ODD teams to migrate existing applications from VMs to PaaS and 
SaaS-application frameworks (such as Salesforce, or Dynamics 365). As an example of this, take a 
custom-developed .NET Framework application deployed to a virtual machine on premises which 
depends on a SQL Server database. This is likely to be a good candidate for migration to Azure 
App Service (PaaS web hosting) and SQL Database (PaaS database hosting). 

 
We will assign a suitable DevOps engineer having a background in the development stack used by 
the application. The engineer will work to fully understand the application at the source code 
level. This is to ensure that we understand the assumptions made by the application of its 
environment. Typically, legacy .NET Framework applications will have been coded a certain way 
and will require some refactoring and remediation for them to be feasibly hosted on PaaS and at 
the same time be ‘good citizens’ on that PaaS platform. This might require additional code to be 
written to remediate a false assumption made by the original developer about the hosting 
environment and would involve a code change, perhaps to fully leverage logging capabilities of 
the platform rather than just writing to a file on disk. Another example might be that the 
application assumed it would be able to write to the Windows Registry. Sometimes there might 
need to be architectural changes to use alternative PaaS resources in Azure, such as message 
queues. 

 
Another (common) example might be a dependency on Active Directory authentication, or direct 
access to an on-premises file share. The engineer will work through all such remediations to 
ensure that the application can be deployed successfully and transfer knowledge back to your 
teams through in-depth documentation. Once deployed, we will work with system and business 
owners of the application to ensure that it is functionally and non-functionally tested to verify 
that the application works and performs as it did previously. All these changes will be transparent 
to all stakeholders through the use of Azure DevOps, which will be used to track user stories and 
tasks, effort and progress throughout the migration of each application. 

 
Similarly, with existing databases moving from on premises to Azure PaaS (e.g. SQL Database, 
Azure Database for Maria DB, PostgreSQL and Managed Instance) we will assign the appropriate 
skilled engineers and fully understand and subsequently remediate to enable successful 
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migration. As an example, with SQL Server databases, often these will have changed in an ad-hoc 
uncontrolled manner over many years, without a proper promotional model (dev/test/prod), 
without version control, without change scripts, without using modern tooling and ensuring that 
the database ‘compiles’ correctly. Ensuring the database is in good health before moving it will 
help with a smooth migration. Understanding the nature of the database as a workload (type of 
workload, sizing, IO requirements etc.) are equally important, as this will enable the engineer to 
recommend the best hosting option from a cost perspective. We will work with the FSA ODD 
Teams to recommend the best option for each workload on a case-by-case basis. 

 
Cloud Transformation Assessments (CTAs) 

 
CTAs are CoreAzure’s recommended approach to carrying out high level application-centric 
migration assessments designed to inform candidate applications for IaaS to SaaS transitions and 
IaaS to PaaS migrations. 

 
CoreAzure have successfully delivered over 20 enterprise scale cloud migration projects. We have 
migrated or transitioned thousands of applications and virtual machines. Lift and shift has been 
used as a migration strategy on a number of occasions where there has been a strong time 
pressure, normally resulting from some form of contractual disaggregation process. However, in 
the main, our principle focus over the last 6 years has been on delivering enterprise scale cloud 
migration projects that have focused on Data Centre Transformation where the migration itself 
has been a catalyst to optimise and enhance the application portfolio by: 

 
• Utilising PaaS-based capabilities and components 
• Transitioning to SaaS (and/or decommissioning) 
• Optimising IaaS migrations and containerisation. 

We have identified these opportunities through implementing Cloud Transformation 
Assessments (CTA) which take an application-centric approach to migration design and has 
provided our customers with a view of their own unique application pathways. To date, 
CoreAzure has delivered around 35 CTAs which has meant that our approach has been refined 
and improved over time. 

 
CTAs are formed from a close collaboration between client team and CoreAzure and through 
formal data capture and clarification processes we would work alongside the FSA ODD Teams, 
developers and application owners to capture the factual and subjective information needed to 
inform our analysis of opportunity. In our response to Section 4 Q8 we have described our 
approach to application road-mapping, which is relevant in this context because the technique 
structures the collation of application and business insights that then inform IaaS to SaaS/PaaS 
alternatives that otherwise we would not be aware of. 

 
We propose to adopt the same technique in working with the FSA to identify the candidate 
applications for migrations from IaaS to PaaS/SaaS target architectures and the associated 
application migration pathways. Our CTA methodology is based on three key stages; 
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• Analyse and Assess: Designed to understand and identify the characteristics of an application 
that make it a priority candidate for change 

• Target State Definition: The development of the transition roadmap and application 
modernisation pathways (IaaS to SaaS/PaaS) 

• Justify and Evolve: We fully socialise and present our findings and recommendations through 
stakeholder briefings and an accompanying business reports and supporting rationale. 

B In parallel, we are pursuing a “buy, don’t build” strategy and are looking for The CSM 
Support Partner to provide infrastructure and platform support, along with market 
intelligence and best practice guidance, to projects for replacing bespoke applications with 
off-the-shelf SaaS services. This will focus on Microsoft 365 and Power Platform, but can 
include other cloud services. 
Q2 - How will you provide market intelligence to inform the replacement of bespoke applications 
with SaaS services? – 20% 

 
As CSM partner we appreciate the need to provide advice and guidance to the FSA and that this 
forms a key element of meeting the objective to co-ordinate both the migration of applications 
and application databases from IaaS virtual servers to PaaS or SaaS solutions and the continual 
improvement of such solutions thereafter. 

 
Providing insights and market intelligence is therefore a vital aspect of the services we will 
provide, and our response to this question is in part shaped by the characteristics of a SaaS-based 
global marketplace where according to Gartner that the service-based cloud application industry 
will be worth $143.7 billion by 2022 a level of growth that will shape SaaS trends in 2021 (see 
below) 

 

 
 
An understanding of this evolving phenomena is key to ensuring that organisations benefit from 
this SaaS-based services marketplace. In the past, much of the drive came from areas of an 
organisation’s business who had identified or who had become aware of a new SaaS-based service 
capability. Nevertheless, nowadays with organisations seeking to exploit SaaS as a key tenant of 
their application modernisation programmes, a more pre-planned and intelligence led approach 
is warranted. 
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However, this in itself presents its own challenges as at present only 24% of SaaS businesses 
formally publish content about their products and services [Reference source: Callbox]. 

 
In this context, maintaining an understanding of the availability of SaaS-based services 
notwithstanding the details of how these products rate in terms of performance and functionality 
will further compound the challenge. We also anticipate that as the product and services 
landscape becomes increasingly competitive with more SaaS start-ups competing for business, 
there will be far more SaaS services based information being made available in the coming years. 

 
From an FSA perspective and the fact that although the organisation is focusing on a multi-cloud 
vendor approach, the close association with Microsoft has significant potential for the FSA in that 
Microsoft has a worldwide market share and is now recognised as one of leading SaaS vendors. 
Annual growth is running at 45% so tapping into and focusing on Microsoft’s SaaS capabilities 
will form a key component of the market intelligence approach. 
As CSM partner we will adopt a formal approach to maintaining SaaS-based application market 
intelligence. The characteristics of this approach and the provisioning of market intelligence to 
inform the replacement of bespoke applications is set out below: 

 
• As part of the Methods Group, we have ready access to market intelligence gathering 

processes: At a group company level, we provide two types of solution development services 
which rely on us maintaining market intelligence; bespoke solutions and solutions that 
leverage and configure Commercial-off-the-Shelf and Platform or Software-as-a-Service 
solutions developed by external vendors. Methods are technology agnostic so offer external 
solutions via partners including Microsoft (Gold partner), AWS (Advanced Consulting 
Partner), Google Cloud (Partner), Salesforce (Partner), ServiceNow (Premier), Jadu, OKTA, 
ForgeRock, Gov.uk PaaS and Notify, Drupal, Wagtail and others. As a CoreAzure customer the 
FSA will have access to this market intelligence data. 

• The value of business / customer insight: In combination with Methods, CoreAzure has 
access to hundreds of UK public sector organisations most of whom are exploiting some form 
of SaaS-based capability. The market intelligence that this provides is invaluable. Not only are 
these insights able to shine a light on SaaS-product options but through working with existing 
clients we are able to ascertain details of product efficacy and insights into how these 
organisations have exploited the products from a business and service perspective. 

• Product-based intelligence: As a cloud solution specialist company we have many industry 
insights and relationships, many of which are able to provide market intelligence for SaaS- 
based applications. As well as our relations with Microsoft, AWS, and Google we are members 
of techUK. 

• Targeted intelligence gathering: Within our proposed roadmap for delivering service 
improvements, we are recommending that CoreAzure completes a Cloud Transformation 
Assessment to identify a programme of candidate applications for IaaS to SaaS and IaaS to 
PaaS transitions. We will work alongside FSA ODD teams, third-party suppliers and 
application owners to develop these application pathways and in doing so gain insights into 
the application capabilities that are required. Accordingly, we will focus our Market 
Intelligence activities in these areas. 
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• Use of Social Media: CoreAzure are increasingly exploiting social media channels to aid our 

business and we will use these techniques to gather both formal and informal information 
about our client’s experience and insights into SaaS-based products 

• Our channel partners: As a Microsoft, Vuzion, Equinix and KPMG delivery partner we have 
access to a wide range and number of channel delivery partners. Channel partners offer useful 
insights into which SaaS services are selling in the marketplace and why. 

 
Our challenge is to manage and channel information to the right recipient at the right time; and 
we propose to do this by: 

 
• Working with FSA ODD teams and application owners as part of our proposed cloud 

transformation assessment 
• Proving updates on SaaS-based market intelligence at regular service review and CSIP 

meetings 

Q3 - How will you approach solution migration, and what techniques will you employ to 
prototype and test new solutions - in particular those created using Microsoft 365 and Power 
Platform - and to ensure that the "Buy, Don't Build" principle is being followed? – 30% 

 
When developing apps using M365 and on the Power Platform (Power Apps, Power Automate, 
Power BI & Power Virtual Agents), it is highly likely that some code will be required. PowerApps 
are typically focused on high productivity and low-code solutions. PowerApps development is 
targeted at power users, rather than software engineers, apps are generally simpler to build but 
require solving familiar problems in different ways, and there are differences and limitations 
compared to using standard tools such as Visual Studio or Eclipse to develop .NET or Java apps. 
Using Power Apps for individual/team productivity solutions is different to building a mission- 
critical line of business application. With any mission-critical development, there needs to be 
strategy, governance, process, application lifecycle management (ALM), etc. regardless of the 
platform to ensure that development teams approach the problem correctly and given that the 
FSA have adopted a ‘buy don’t build principle’ that wherever possible the FSA prioritises SaaS, 
PaaS and hosted services over any form of bespoke development. 

 
Adopting the Power Platform is a significant change of approach which will require training and 
development and the establishment of best practices and standards, as part of a Centre of 
Excellence. 

 
We typically use tools like Teams Foundation Services and Git as both a simple source control 
solution as well as a full multi environment, deployment, and test solution. We also regularly use 
Visual Studio to create deployable sets of code to new development machines, release and 
deployment functions to test, and production, which would be applicable to Office 365 and Power 
Platform. Where possible we also use automated deployments to a build / test server. We use 
both Azure DevOps and JIRA for Agile task scheduling / assigning user stories to staff and 
showing progress, and also for tracking bugs. 
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Agile is our preferred development methodology and is especially useful in quickly developing 
prototypes or to test out new features of a ‘low code’ or bought solution in a development / test 
environment before productionising them. Agile is an excellent methodology for prototyping and 
testing new solutions as it allows for rapid development and an ability to quickly see progress by 
way of a demo, which can then be modified and built upon through an iterative feedback loop 
over the course of typically a 2-week sprint cycle. 

 
The advantage of using feature rich ‘low-code’ development tools such as Power Platform is that 
customers retain the advantages afforded by ready-to-deploy COTS software (buy), by way of 
elimination of much of the development and support overhead required with a purely bespoke 
solution (build), through leveraging re-use and existing libraries within the Power Platform suite. 

 
The challenge that we see with ‘low code’ development tools is that they have the potential to 
foster an environment in which end-users are empowered to innovate and create new solutions 
to business challenges and opportunities often at the expense of a more straightforward ‘off the 
shelf’ capability. Whilst on one hand, the ability to create custom built solutions can have a 
positive impact, on the other, if unchecked, can lead to the over-complication of the IT estate and 
create single points of failure can have a debilitating impact on business operations and/or 
service value chains. 

 
To address this issue the FSA ODD Teams, service representatives and CoreAzure will need to 
maintain a suitable balance of ‘buy don’t build’; a balance that does not suppress the innovation 
and empowerment associated with ‘low code’ solutions but seeks to ensure that suitable ‘buy’ 
options are formally considered as part of the development lifecycle. However, the processes and 
controls that govern this need to reflect the fact that many ‘low code’ solution advocates will not 
recognise their change as part of a formal development or change request process – particularly if 
the solution initially appears straightforward. 

 
To ensure a ‘buy don’t build’ approach and in doing so that a healthy and suitable balance of ‘low 
code’ solutions is maintained we would recommend that: 

 
• Access to ‘low code’ training services is accompanied with advice and guidance on the ‘buy 

don’t build’ strategy and the common pitfalls of the ‘low code’ approaches – this message must 
be maintained over the life-time of the contract and examples of mal-practice or end-users 
avoiding governance for all forms of solution governance will need to be addressed 

 
• A simple checklist of solution migration considerations will be made available to ‘end-users’ 

and developers; The checklist is to include but not be limited to; 
o Has the ‘buy don’t build’ question been considered? – have ‘buy’ options been 

explored? 
o Have ‘buy’ options been rejected on the grounds of budget and/or governance 
o Has expert advice and support been requested / required? 
o Does the solution have the potential to evolve over time? 
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• Instances of identified mal-practice are to be included as part of the monthly service reporting 

process 
Ultimately, maintaining a balance can only be achieved through a process of developer and end- 
user education. Governance can provide the necessary checks and balances but as Cloud Services 
Management Provider we will work alongside developers, end-user and the FSA teams to ensure 
that the ‘buy don’t build’ approach is followed. 

C As FSA extends the use of M365 and SharePoint in particular for document management, 
we will be looking to our CSM partner to take an increased role in Information Protection 
services within M365, including the configuration and implementation of DLP Policies, 
Compliance attentions, information/Sensitivity Labels, Message Encryption and 
information rights management. 
Q4 - Please describe your experience of supporting Information Protection (DLP Policies, 
Compliance attentions, information/Sensitivity Labels, Message Encryption and information 
rights management) for an organisation similar to FSA – 20% 

 
Our response to this question is focused on our comprehensive Information Security risk 
reduction programme currently in its second year at the British Council. This £2 to £3mn 
programme is designed to address a complete range of information security protections which 
comes in response to an increased set of threat vectors and reported incidents over recent years. 
The work being planned and delivered by CoreAzure is focused on leveraging cloud-based 
capabilities to significantly enhance the British Council’s risk posture and secure score. 
Information Protection measure and controls are pivotal elements of the programmes success 
and therefore our experience is both very relevant and recent. 

 
Following an initial scoping and design validation stage within which workshops were used to 
gather a detailed set of requirements and success criteria, CoreAzure initiated a project to 
implement Information Security and Data Protection policies that were aligned to the 
organisation’s own internal Information Protection Scheme (IPS), which was based on the UK 
HMG Information Security policies and standards. 

 
Implementing Information protection has been a challenging and complex exercise for the British 
Council. For example, the impact of deploying sensitivity labels and the inherent ability to 
encrypt/protect data imposed sharing and access restrictions that would have an impact on their 
information flows and services that relied on external collaborations with government partners, 
and in this particular case, our approach adopted a phased and incremental approach. The first 
phase of implementing sensitivity labels was configured for classification purposes only, which 
were integrated with Data Loss Prevention (DLP) policies to provide a suitable level of protective 
governance in line with the organisation’s sensitive content handling and restrictive sharing 
policies. 

 
Initially the approach was deployed to a controlled pilot user group before being rolled out across 
the wider organisation and commenced with an auditing phase designed to track and assess label 
usage to gather the businesses classifications and labelling habits for use case analysis. This 
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analysis was then used to inform the impact that the application of Protection / Encryption with 
Official Sensitivity labels would present to the BC. 

 
The key elements that highlight our experience and management of Compliance attentions, 
Sensitivity labels and DLP policies in the wider context of Information Protection are set out 
below: 

 
Following a successful implementation and transition into service by CoreAzure we are now 
responsible for supporting the M365 and Azure services platform security tools through our 
Security Operations Centre (SOC). The scope of this support is very broad but in the context of 
this question covers; 

 

Compliance attentions 
 
In the context of the British Council’s Information Protection project, CoreAzure: 

 
• Reviewed the M365 Compliance manager to gather the organisation’s baseline data protection 

score (based on ISO, NIST and GDRP requirements), which provided an inventory of the 
organisation’s data/information protection risk, the status of existing security controls and 
current adherence to required standards and regulations, such as GDPR and the Data 
Protection Act. The following techniques/tools were utilised to obtain a completed picture of 
the British Council’s compliance requirements: 

 
o Continuous assessment: A pre-built assessment tool in compliance manager was used 

to assess Data Protection Compliance (including GDPR, PII protection, UK and 
European data protection act and financial data protection). An M365 data protection 
baseline assessment report was generated to provide a view of existing compliance 
requirements. Additionally, in-built assessment templates were used to focus on 
adherence to key regulations (including EU GDPR, ISO/IEC 27001, UK Data Protection 
act M365, UK Privacy and Electronic Communication M365) to compile individual 
compliance score ratings. 

o Recommended/improvement actions: The centralised recommended actions portal 
was utilised to obtain a scored list of technical and non-technical action/improvement 
steps designed to address the compliance risks highlighted. The improvement actions 
were communicated to the Information Security team and Service Line Owners to 
highlight and design an approach to apply M365 Information Protection controls 
(including sensitivity labels and DLP policies) to improve the risk profile. 

o Control mapping: Once the agreed design approach was approved and the set of 
required controls implemented, the changes/updates were then mapped back to the 
compliance assessment report at each stage of the implementation to validate that the 
actions had met the requirements. 

 
Sensitivity labels 
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In the context of the British Council’s Information Protection project, CoreAzure: 

 
• Managed the BC’s existing published unified sensitivity labels that were currently encrypting 

emails and files at rest. We supported the internal Information Security teams to track label 
usage in SharePoint, OneDrive and Exchange emails and provided advice and guidance 
covering the development of procedures to safely demote and remove encrypted labels. 

• Created a new unified sensitive labelling structure which allowed corporate data to be 
classified with either the ‘Official’ marking/label or one of three ‘Official: Sensitive’ handling 
markings to represent content containing highly sensitive corporate data assets. 

• Configured the new sensitivity labels to apply classifications including header and 
watermarking’s and configured the label policy settings to enforce users to apply labels to 
unlabelled/unclassified legacy documents, and the ability to automatically mark all new 
documents and emails with a generic default label to highlight the document as pending 
classification. 

• Enabled end-user access to Unified Sensitivity labels from desktop Office apps on corporate 
Windows 10 devices through a process of managed deployment of the Unified Labelling Client 
via Configuration Manager and Intune. 

 
Data Loss prevention policies 

 
In the context of the British Council’s Information Protection project, CoreAzure: 

 
• Created DLP policies to detect the presence of the specific sensitivity labels for data at rest in 

SharePoint, OneDrive and Exchange emails. 
• Configured DLP polices to proactively detect unauthorised or irregular handling of data, based 

upon the detected label. For example, if content with a label classification for internal users 
only was required to be shared externally, the DLP policy would block the attempt with a 
policy tip, and severity log alerts would be sent to the BC’s Information Security team. 

• Configured DLP policies to detect for content/data with labels that required users to exercise 
specific handling caveats. Upon detection, the DLP policies were designed to produce a custom 
warning message to the document handler highlighting that sensitive content is being handled 
and for them to seek suitable authorisation. 

 

Our approach to managing Information Protection 
 
In the context of the British Council’s Information Protection project, our approach has focused 
on: 

 
• Understanding internal/external users: 

 
o We worked with the BC to understand how users were currently sharing information. 

This helped define the policy structure and ensure that both internal and external users 
were able to read, write and classify protected documents. 
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o We established an understanding of the BC’s additional information flows such as 

requirements for sharing with external users/partners and third-party suppliers, and 
to configure the protection policies accordingly e.g. to permit external users to 
collaborate appropriately and to provide a suitable level of document protection. 

 

• Understanding how users connect to and share documents (Emails, OneDrive, SharePoint): 
 

o CoreAzure identified user stories to determine and understand how users interact with 
sensitive documents stored within the M365 tenant, including the requirements to 
access, share, and collaborate using sensitive content within SharePoint, OneDrive and 
Outlook; 

■ using the web browser 
■ using local office desktop clients on their devices 
■ And the requirement to access, contribute, share, and collaborate in sensitive 

content in traditional file shares. 
 
• Working with the Information Security Team to define their Information Protection Scheme 

(IPS) policies: 
 

o Reviewing current Sensitivity Labels and DLP policy configurations: 
■ Reviewed existing labels both with the older Azure Information protection (AIP) 

and current Unified Sensitivity label platform. Since AIP is now a deprecated 
feature, we transitioned existing in use labels to the new Unified Sensitivity 
Labelling Platform managed in M365. 

■ Reviewed labels and DLP policies to validate whether they met the defined 
Information Protection Scheme polices. 

o Understood what asset classifications were needed to adhere to align with the defined 
Information protection policies, such as Official and Official: Sensitive classification 
markings 

o Established an understanding of the policies and restrictions that mandated users to 
follow when handling and managing corporate data. Additionally, we captured 
information covering the British Council’s position and responsibilities towards the 
handling and storage of sensitive content/data belonging to external trusted 
partners/individuals. 

o Understanding areas of risk and impact: 
■ Assessed the operational and functional risks and impact of the Information 

Protection deployment. 
■ Based on risk levels, identified and formulated the right-fit design and 

implementation approach for structuring sensitivity labels, DLP policies and all 
underlying classification, protection/encryption, target audience and publishing 
policy settings. 

o We assisted in defining the Information Protection Scheme policies, and following a 
validation stage implemented the required configuration using unified sensitivity 
labels and DLP policies 
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Section 2: Collaboration Tools & Email - 25% 
A Our current Exchange infrastructure is primarily M365, but contains a hybrid 
management server. As an initial project, we’re looking to the CSM partner to update to a 
365 only email architecture. 
Q5 - Give an example of how you have migrated an organisation's email from a hybrid 
infrastructure to Exchange 365. What issues did you encounter and how were they overcome? – 
100% 

 
Please note: the initial hybrid migration project should not be included in the baseline costs, but 
we do require a stand-alone project cost for this. 

 
National Lottery Heritage Fund (NLHF) 

 
The example we have chosen focusses on our work with the National Lottery Heritage fund who 
have undergone a significant IT-enabled transformation programme since 2019; with CoreAzure 
facilitating, delivering and supporting the Fund’s IT team as part of a comprehensive Managed 
Service capability, with a significant emphasis on helping the organisation to drive more value 
from its Microsoft collaboration tools. M365 is at the heart of this change and one key enabling 
project and facilitation of the Fund’s digital acceleration programme was the full adoption of 
Office 365 and the move to eliminate their on-premises digital footprint. As such, we were tasked 
with leading the migration from their hybrid infrastructure to Exchange 365. 

 
The Fund is similar to the FSA in many respects: 

 
• Both share similar plans to enable organisational change through a programme of application 

modernization and exploitation of collaborative technologies 
• Both organisations operate with a number of satellite offices across the UK 
• Both are government funded organisations 
• Both need to be compliant to HMG information security standards and work to NCSC best 

practice standards. 
 
We have described the key elements of this important project below, after which we have 
tabulated a number of issues that we encountered not only on the NLHF Exchange 365 
programme but also based upon the broader experiences of our Exchange 365 specialists. 

 
• Planning and Communications Plan: This was a complex change, and it was important that 

the sequence of events was planned in full, with dependencies, risks and risk management 
strategies formulated and socialised prior to the project kick-off. It was vital to update users, 
business stakeholders and the IT team of any potential service affecting issues and the 
timescales over which the change was planned. 
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• Mail users and external workload dependencies: As part of the preparations for full 

cutover to Exchange 365 we reviewed and assessed the hybrid-exchange platform to ensure 
that all mail user snagging issues were addressed. This included a review of migrated 
mailboxes, permissions and delegated access, as well as collaboration with the support team 
to remediate dependencies, such as archived and shared mailboxes yet to be migrated to 
Exchange 365. Additionally, an audit was performed of inbound mail flow from all external 
and third-party workloads responsible for delivering business critical emails to the user 
estate. To ensure the continuity of critical business emails from these sources we lead, 
managed and controlled the change, implemented and tested the mail flow from external 
vendors ensuring the least amount of downtime. 

 
• Pre-validation that user mail requests were being handled by Office 365 only: Prior to 

decommissioning the on-premises hybrid Exchange environment, the end-users mail client 
(outlook) connections and the routing of inbound and outbound mail flow were evaluated to 
ensure that they were being managed by Exchange Online (Office 365). The on-premises 
Exchange platform was also monitored for active mail flow traffic between any internal 
workloads and mail resources to fully confirm that all mail traffic and user mail requests were 
being handled by Office 365 only. To validate completion of the change, extensive internal and 
external mail testing was applied and concluded at this point before commencing the 
completion of the on-premises Exchange decommissioning (the test process mentioned here 
was applied once more after decommissioning; see the section post-decommission testing 
below for an outline of the test procedure that was invoked). 

 
• Review of Hybrid Exchange Usage: A review was carried out to assess users operating on 

the remaining on-premises and Hybrid Exchange estate in order to produce a detailed 
topography of the Exchange platform. Our review facilitated our assessment of all current 
front facing Client access, Edge and hybrid transport servers that were still active in the 
environment and allowed us to discover additional backend and active (and inactive) 
Exchange servers that were part of the DAG (Database Availability Group) and servers which 
had been operating from regional branch offices. 

 
• Decommissioning: Decommissioning of on-premises Exchange began with a controlled and 

phased demotion of the regional Exchange servers, which, after removing them from fail-over 
clusters and their Exchange DAG (see blockers below), was the first stage in this migration 
project. This process effectively demoted all on-premises hybrid Exchange front and back-end 
servers (both Client Access and Hub Transport Servers) leaving only the Exchange 2013 
Edge/Hybrid Management server remaining. We worked with the fund to advise ahead of this 
phase that once the final remaining Hybrid Management server had been decommissioned, all 
Mailbox administration and Management tasks would no longer be locally available via an 
Exchange console and in effect would transition to an un-supported state. On the basis that the 
AAD Synchronization service had remained, bulk updates to user login names 
(UserPrincipalNames) and aliases (Proxy address attributes) would be controlled via 
PowerShell automation scripts invoked from local AD. These scripts were developed by 
working closely with the Fund’s IT team and in particular the user administration team and 
business stakeholders. 
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• Clean-up: We removed the organisational relationship and federation trust with Office 365 

from the remaining Edge 2013 servers using an Exchange Management Shell script. Following 
this, the clean-up tasks involved the removal of the Office 365 target address (or routable 
address, of type domainname.onmicrosoft.com) from the server, checking for and removing 
mailbox databases on the hybrid servers (none were expected as this was an MRS mailbox 
migration and Edge Co-Existence servers only). We then disabled the arbitration mailbox, 
deleted the default mailbox, removed any remaining messages in the queues and finally 
uninstalled the Exchange 2013 Server application. 

 
• Power-down and Final Stage Decommission: On completion of the above activities, 

authorisation was given to power down and decommission the host server. With this final on- 
premises Exchange footprint removed the organisations mail platform was now fully cloud 
enabled in Exchange 365. 

 
• Post-decommission testing: Mail routes from within the NLHF network were validated to 

ensure they were delivering directly to Office 365. To validate this, post-cutover testing was 
performed by submitting test emails from NLHF mailboxes both from within the NLHF’s 
network infrastructure (on-premises and over the VPN) on corporate managed devices 
(Laptops and handsets) using the Outlook client, as well as from locations external to the 
NLHF before confirming their delivery. Additionally, tests from external senders on both 
corporate and personal devices coming from external Office 365 and public mail servers 
(GMAIL and Outlook) were tested to validate correct inbound mail flow directly to Office 365. 

 
This complex migration project was implemented successfully due to meticulous planning and 
collaboration between the Fund’s IT team, Business Stakeholders and the CoreAzure modern 
workplace team. 

 Issues Encountered on hybrid infrastructure to 
Exchange 365 mail migration projects 

How the issues were overcome  

 Several regional Exchange servers were operating as 
part of the Exchange DAG and had to be removed prior 
to their demotion. Mounted Exchange databases were 
also in operation and regional host exchange servers 
were even discovered to be running Active Directory 
domain controllers (DC) on the same hosts. 

• Regional host exchange servers 
were removed as they were 
assessed and considered to be 
demoted. 

• The mounted databases were 
overcome by completing a 
backup and migration to new 
Exchange servers 

• DAG issues were overcome by 
removing their failover clusters. 
However, care was taken to 
ensure that the dependent 
Exchange servers were powered 
off, demoted and successfully 
powered down appropriately. 
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 Following the switch over of mail routes and migration 

to Exchange 365, inbound business emails submitted by 
one external cloud-application was being blocked, 
causing the users’ existing third-party mail filter 
(Symantec Messagelabs) to withhold mail, despite 
public mail routing being configured in the DNS to 
directly route all emails to Office 365. Upon 
investigation we discovered that the vendor had been 
using the same Symantec MessageLabs filters and this 
was causing inbound mail traffic to bypass the public 
DNS routes 

This issue was overcome by 
removing the old routes from 
Symantec MessageLabs filter and 
permanently phasing the filter out. 

 

 Inbound mail from other external workloads (trusted 
senders) when submitting mail to internal users were 
being blocked by Exchange Online Protection (EoP) 
policies. 

Trusted senders were missing from 
SPF and/or DKIM records in DNS for 
these domains and were being 
treated as unauthorized senders. 
These DNS records were 
subsequently updated allowing 
emails to be delivered by these 
sources. 

 

 Trusted partners/sources delivering inbound emails 
using the corporate email domain were being blocked 
by the default EoP Spam policies. 

This was overcome by using a spam- 
bypass mail flow rule to allow the 
delivery of these inbound emails 

 

 A number of Exchange Servers were not at the correct 
version to be able to form part of the Hybrid topology 

Identify, upgrade source 
infrastructure before migration 
phase 

 

 An overly complex legacy identity system which pulled 
Active Directory information from multiple Active 
Directories into a master Directory used as the 
definitive platform for the sanitation, de-duplication and 
license management of user objects before being 
synchronised with Azure AD. This issue was 
compounded by a mix of third-party vendors. 

• This issue was overcome by a 
sequence of carefully managed 
migration batches ensuring that 
teams working together, and 
their associated shared 
mailboxes were migrated at the 
same time. 

• This was closely followed by a 
process for mopping up dis- 
associated users and shared 
mailboxes. 

• PowerShell scripting was used 
to search for and remove 
orphaned Access Control Lists. 

 

 An inappropriate request was mad to de-commission 
the last Exchange Server within a hybrid topology 

• Proposed an alternative solution 
for the modification of Active 
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 without the customer being ready to remove AD 

Synchronisation (AD Connect) 
Directory attributes allowing for 
the removal of the final 
Exchange 2010 hybrid server 

• Also migrating Distribution lists 
to be Cloud authored before 
decommissioning the final 
Exchange server. 

 

 

Section 3: Windows and Azure Active Directories - 25% 
        A The CSM partner will work with FSA to progress our strategic objective of moving from a hybrid AD architecture to an Azure AD 

First (and ultimately Azure Only) model. This will require The CSM Support Partner to work with us on an initial project to clear up 
legacy “clutter” in both the Windows and Azure ADs 

         Q6 - FSA has a strategic objective to transform from an Azure/ On-Premises AD hybrid to Azure AD only. What do you see as the 
pre-requisites, milestones and potential blockers and how will you work proactively and collaboratively with us to deliver the 
strategy over the lifecycle of the contract? – 100% 

 
 

        Please note: the initial legacy clean-up project should not be included in the baseline costs, but we do require a stand-alone project 
cost for this. 

 

 

CoreAzure has a wealth of experience in migrating customers to AD hybrid and Azure AD only 
topologies and therefore we are able to work proactively with FSA ODD teams to assist in plotting 
out the Azure AD strategy and align this to a wider application modernisation strategy. 

 
Before being able to move services to an Azure AD only topology, there are a number of pre- 
requisites and potential blockers that need to be considered and planned for as part of a formal 
design process. The following list is made up of the considerations/risks/limitations which must 
be assessed prior to a move to Azure AD only. These include: 

 
• To ensure secure access is granted to services: the Enterprise Mobility and Security E3 is 

required as a minimum user license requirement as it is not possible to insert a firewall 
around SaaS applications, so a mobile device management solution is required to manage 
devices when they are joined to Azure Active Directory. Microsoft’s Enterprise Mobility and 
Security E3 license includes; MFA, Conditional Access, Intune MDM and MAM and Azure 
Rights Management Services. 

 
• Dealing with Applications that are reliant on Active Directory Domain Services (ADDS): 

Azure Active Directory does not understand LDAP, Kerberos or NTLM authentication 
protocols, therefore any on-premises applications that utilise Integrated Windows 
Authentication protocols, will not work, therefore applications reliant on ADDS will need to be 
replaced by SaaS or rearchitected to be able to authenticate with Azure AD. For example, 
mailboxes can be delivered via Exchange Online; on-premises file-share services can be 
migrated to SharePoint Online/OneDrive for Business, and other Line of Business applications 
will need to be delivered via cloud-based solutions such as PeopleHR, Concur, Dynamics 365 
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or Salesforce. These complimentary SaaS tools are then federated with Azure Active Directory 
to ensure end-users can gain access using their Azure Active Directory digital identity. 
Replacing legacy COTS applications with modern SaaS alternatives is key here. 

 
• Device management functional limitations: Mobile Device Management solutions are now 

used in place of Group Policy and Configuration Manager when devices are joined to Azure 
Active Directory. For example, micro-management of individual registry settings and 
installation of complex applications, can be difficult or even impossible when MDM solutions 
are used to manage Windows 10 devices. 

 
• On-premises domain joined Windows 10 devices will need to be joined to Azure Active 

Directory: The on-premises domain will no longer be available and as such it is important 
that all Windows 10 devices are joined to Azure Active Directory, or as a minimum enrolled 
into the MDM service. 

 
• File shares: Any on-premises file shares containing unstructured data will need to be either 

migrated to SharePoint Online (preferred), or an Azure Storage Account. If users need to map 
a drive to a share due to an application dependency, then SharePoint online would not be a 
viable migration path. These types of legacy applications should be identified and 
rearchitected as part of an application rationalisation workstream so that reliance on 
traditional file shares can be retired. 

 
• Azure Active Directory does not provide an equivalent to Active Directory Certificate 

Services: For example, it is possible that client authentication certificates to access corporate 
WI-FI will be reliant on AD, and therefore consideration for other authentication options will 
be required. You cannot use certificates for authentication into VPNs or Wireless, however, 
offerings such as Cisco ISE do support direct integration with Intune and will check enrolment 
and the compliance status before granting access to the corporate Wi-Fi. 

 
• Some form of on-premises AD dependency will remain: In all probability it is not possible 

to re-architect all the FSA applications and therefore a reliance on certain aspects of Active 
Directory is inevitable. The standard approach would be to implement Azure Active Directory 
Domain Services (Azure ADDS), which is an Azure PaaS service that can expose operations 
such as LDAP, Kerberos, NTLM and Group Policy to Azure IAAS VNets or Secure LDAP to the 
internet. This is the standard approach used by organisations to meet the requirements of 
legacy authentication applications until the point at which those applications support SAML or 
are replaced by a SaaS application. 

 
Any migration to an Azure AD only topology will generally be application-centric, because in the 
main these are where most issues and dependencies on AD DS are to be found. Moving users and 
their devices to Azure AD is now a common practice, and there are very few reasons why this 
cannot be done without encountering too many issues. CoreAzure will work collaboratively with 
the FSA and third-party suppliers to analyse and understand your application inter dependencies, 
as well as any dependencies on Active Directory Domain Services components. For each 
application, CoreAzure would work with the FSA to produce a route map of what needs to happen 
in moving to Azure AD only by recommending / using one of the four following categories. 
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• The application is not reliant on AD DS and can be moved to Azure AD without issue 
• The application is reliant on AD DS, but is due to be replaced with a SaaS-based solution 
• The application is reliant on AD DS, but is planned to be decommissioned 
• The application is reliant on AD DS, but cannot be rearchitected (Azure AD DS required) 

 
The above answers would inform the design decisions required as part of a design document to 
progress a project such as the above. 

 
The key point to be made here is that mapping a trajectory towards an Azure AD target state is a 
complex undertaking and based upon the limitations and constraints listed above there are many 
dependencies which need to be considered when formulating the plan. However, before this can 
be done, and as a key CSM commitment we will work with the FSA IT team to devise a strategy for 
the move to Azure AD only as this strategy will need to clarify the factors that will shape and 
condition the Azure AD only roadmap and associated implementation project. 

 
The strategy will need to consider: 

 
• The wider benefits and impact of dealing with legacy AD and Windows clutter 
• The details contained within an emerging application modernisation strategy based upon 

moving from IaaS to SaaS/PaaS based alternatives. This is a key consideration and has to be 
incorporated into the Azure AD only strategy 

• Key milestones, events and programme targets to be achieved over the lifetime of the contract 
• Acceptability of risk and trade-off between agility, value, efficiency and risk 
• Budget and resource availability, including the availability and time commitment of the FSA 

ODD teams 
• The strategy approval routes and who are the key stakeholders that will need to buy-in to the 

strategy e.g. application owners 

Section 4: Technology Roadmap – 25% 
A Support and provide technical leadership of projects and programmes to deliver the 
FSA’s Technology roadmap and work alongside FSA and our support partners to develop 
portfolios and project plans for implementing our cloud strategy. 
(Note: we are not seeking costed plans for project delivery, but an understanding of the 
approach and methodologies and also the process by which project resource can be rapidly 
assigned). 
Q7 - Describe your approach to project delivery and how you will provide technical leadership to 
cross-supplier project teams – 30% 

 
Our response to this question assumes that over the course of the contract we will be expected to 
deliver several individual projects and/or changes in addition to the on-going managed service 
requirements. Our response therefore has focused on our formalized best practice project 
delivery model. CoreAzure are proven implementers of complex technology delivery and 
implementation projects. Our assignments are characterised by rigorous project management and 
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strict adherence to best practice project management principles aligned to formally defined 
project governance mechanisms. 

 
Our approach to project management is based on ‘Best Practice’ project and programme 
methodologies (Prince 2, MSP, Agile) and tailored to the reflect our experience of project delivery 
in the real world and the unique requirements of our customers. This enables us to flexibly 
integrate our project management approach with your requirements for control, risk, cost and 
quality management within our overall delivery framework. 

 
CoreAzure is committed to achieving excellent levels of client satisfaction through strong 
stakeholder management that is underpinned by working collaboratively and pragmatically to 
deliver the required project outcomes. The foundation for this is the rapid establishment of clear 
communication and accountability on project controls, roles and reporting. In order to achieve this, 
we proactively contribute to the project initiation meeting at the commencement of all project 
delivery assignments. 

 
The project initiation ‘Kick-Off’ allows us to formally recognise the start of the project and to ensure 
a clear understanding of its background and objectives and that these are shared with key 
stakeholders and members of the project team.  This will enable us to: 

 
• Establish the Project Governance Model 
• Review and confirm the Project Plan 
• Review and confirm Project Specification and Success Criteria 
• Confirm Risk and Issue Management 
• Confirm Communication and Reporting processes 

 
Following the Project Initiation Meeting, we will issue a Project Initiation Document (PID) detailing 
how the project management approach will be tailored, and updated plan and agreed process and 
accountabilities across the project. 

 
Risks & Issues Management 

 
Exemplary risk management forms a key component of our project delivery approach. CoreAzure 
encourages all members of team to work in a ‘risk aware’ fashion such that risks, and issues are 
regularly reviewed, prioritised and appropriate mitigation plans put in place – including scrutiny 
and maintenance of project Risk and Issue Registers. This will include regular horizon-scanning 
for new threats and uncertainties. 

 
Since the project context will evolve over time, this means that the risk profile will also change. Our 
Project Managers continually scan for new threats and not just focus on the risks identified at the 
start of the engagement.  Our Risk and Issue Management processes are set out below: 
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Providing technical leadership to cross-supplier teams 
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We recognise that in the context of cross-supplier working, co-ordinating and leading project 
teams involves several challenges that go beyond the normal management and monitoring of 
project delivery. Over recent years we have demonstrated an ability to work as part of successful 
cross-supplier teams on some of our key managed service accounts, such as the Food Standards 
Agency, the UK Parole Board, De La Rue and the National College of High Speed rail. 

 
At these accounts we provide a range of hybrid cloud services through our central IT service 
management tool so that all service incidents are visible through a ‘single pane of glass’ to our 
partners, third party suppliers and customers alike. We also provide management information to 
monitor service level performance (and SLAs) to measure the performance of third-party 
suppliers and service vendors. To underpin these activities, we have implemented the following 
techniques and processes to underpin the success of the cross-supplier model: 

 
• developed 3rd party RACI matrices to clarify and define all vendor and cross-supplier 

responsibilities. 
• encouraged 3rd party suppliers use the same IT service management tool so that progress is 

recorded centrally, and that monthly service management metrics are produced to support 
routine service management reviews. 

• shared our technical expertise and experience- not just in cloud hosting but a wider 
understanding and appreciation of the other technical pillars 

• demonstrated a commitment to understanding and establishing joint working initiatives 
and/or improvements 

• fostering and supporting communications across suppliers utilising available technologies 
such as Teams; as well as frequent supplier bulletins and associated updates 

• defining and agreeing a range of performance metrics that will contribute to our combined 
success as a cross-supplier community 

• leveraging our special Microsoft Relationship to support the needs of the wider cross-supplier 
community. 

 
The approach and project delivery rigor set out above is particularly valuable in the context of a 
multi-supplier delivery model. Within these environments the challenges are characterised by the 
need for clear responsibilities, communications and the commitment to joint responses to both 
services challenges and opportunities; notwithstanding the need for clear technical leadership 
and direction setting – the hosting platform forms an integral part of your IT service delivery 
pillars. 

 
Within this context, it is also important that we demonstrate exemplary technical leadership skills 
and approaches, and these have been refined as our experience of delivering similar requirements 
have evolved and grown over recent years. Our technical leadership is characterised by: 

 
• a pro-bono commitment to have access to our company CTO. As we have demonstrated over 

the past 3 years, our CTO Gareth Allen has been involved in shaping the services we deliver to 
the FSA and our role in supporting cross-supplier project teams. For example, 

o via CAB and Problem Management meetings 
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o various involvement from a technical perspective as and when required calling on our 

diverse technical expertise. We bring in relevant staff where required to advise on 
many cloud hosting services such as Logic Apps, Load Balancers, Session Border 
Controllers, Azure DevOps etc. 

• demonstrable and exemplary technical skills in not just our main areas of focus but across the 
remaining service verticals and associated technical disciplines 

• demonstrating a formal commitment to the understanding and development of joint working 
initiatives and/or improvements 

• acting on behalf of and in the interests of the FSA in cross-supplier discussions 
• a clarity of purpose, objectives and aims associated with our area of direct and indirect 

responsibilities. 
 
Our aim is to establish a sense of partnership across your supplier community that makes the 
boundaries between supplier services appear seamless and to formally incorporate this ethos 
into our service reporting of cloud infrastructure services. 

B Provide subject matter expertise to help FSA identify how cloud services can be extended 
without significantly increasing the Total Cost of Ownership. 
Q8 - FSA is seeking to expand our use of cloud services in a way that helps reduce the Total Cost of 
IT Ownership in the organisation. Please describe how you have supported a similar organisation 
in achieving this objective – 30% 

 
Increasingly CoreAzure’s focus when transitioning organisations to the cloud is in helping them to 
realise a range of business benefits including cost reductions and creating the potential to realise 
reductions in the total cost of ownership. This is made possible in several different ways: 

 
• Moving to a consumption-based cost model has on many occasions helped organisations to 

reduce the TCO. In this example it is the ‘pay per use’ principle of cloud services that has the 
largest impact on cost. Particularly where organisations operate with over-capacity built into 
their infrastructure model. 

• Cloud services often establish the right infrastructure environment needed to deliver services 
more efficiently. In these examples it is not the cloud service that is inherently lower cost – 
however the potential that cloud platform technologies establish present organisations with 
opportunities to streamline business processes and to operate more effectively. 

• The third example of where cloud services have lowered TCO is in reducing the unit cost of 
technology. Cloud services operate in a competitive environment and as such create 
opportunities to lower cost. 

 
Over recent years CoreAzure have been able to create opportunities to reduce TCO in all three 
scenarios and we have listed a sample of these below. 

 
• Windows Virtual Desktop (WVD): over the past year CoreAzure have implemented WVD 

solutions into around 35 different organisations. In these examples we have been able to 
reduce TCO from a number of different perspectives and characteristic of the different 
approaches previously described: 
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o Reductions in licensing costs 
o Desktop infrastructure cost reductions due to not having to replace desktop devices 
o Reduction in infrastructure costs bought about by moving to a demand-based 

consumption model (latent capacity has been removed) 
 
• Cloud-based infrastructure tooling and utilities: native Azure platform capabilities have 

helped us to lower the TCO cost at the UK Parole Board; the National Lottery Heritage fund. 
Examples include: 

o Anti-virus protection 
o Azure backup services 
o Azure firewall services 

• Cloud-based storage solutions: cloud-based storage solutions in general, create 
opportunities to reduce TCO by creating opportunities to flexibly adapt and modify storage 
solutions to meet the minimum need. Nowadays a combination of data storage techniques 
allows organisations to use storage solutions more selectively and based on storage tiering, in 
a way that is commensurate with data sensitivity levels and retention policies. The cloud- 
based storage solutions that we have deployed to reduce overall storage costs when compared 
to more traditional on-premises data storage techniques include: 

o Blob storage 
o Azure Files (and Azure Files Sync) 
o Cloud storage solutions 

• Application optimisation: At the National Lottery Heritage fund we have developed a 
comprehensive application roadmap which is to be used as the basis of lowering the number 
of supported apps (currently c.60) and hence TCO through the following techniques: 

o Decommissioning as a result of moving business processes to M365 (Power Apps) 
o Sourcing SaaS alternatives 
o The full set of evaluation alternatives which have been based on leveraging the Gartner 

application portfolio assessment framework by grouping applications into the 
following categories; 

■ Tolerate, re-engineer 
■ Invest, Innovate, Evolve 
■ Migrate, Modernise 
■ Eliminate, Replace, Consolidate 

 
• PaaS-based Migrations: In several organisations, including the University of Plymouth and 

Kings College London and as part of cloud transition programmes we have lowered TCO by 
helping the client to re-architect applications to benefit from PaaS-based architecture and 
solutions, the examples include: 

o Remediation of legacy database schema and objects to ensure it is viable for migration 
to SQL Database. This includes fixing orphaned database objects, ensure the database 
objects ‘compile’ using Visual Studio (as pre-requisite for some migration approaches) 

o Remediation of tightly coupled databases hosted on premises SQL Servers to enable 
them to be migrated one by one. For example, the re-development of existing legacy 
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database-to-database integrations (stored procedures, linked servers, SQL Agent) 
which couple a database to other databases. 

o Reduction of the size of legacy databases in order to make their migration to PaaS more 
feasible, but also to ensure that the appropriate/cost efficient PaaS SKU can be used. 

o Consolidation of legacy databases hosted on premises SQL Servers as a precursor to 
migration to SQL Managed Instances 

 
• Operating model improvements: Cloud services have created opportunities for 

organisations to reduce TCO by making improvements to their IT Service Operating models. 
We have worked in organisations where we have created opportunities to reduce TCO by 
making changes and adaptations in the following areas: 

o Making devices available only when needed 
o Managing costs and consumption more visible and establishing a link between user 

demand and cost 
o Through cloud investment creating efficiencies that have reduced headcount 

C Work with FSA, and provide pro-active expertise, to identify opportunities for roadmap 
development and enhancement resulting from business change and industry innovations. 
Enable the above by participating in quarterly (as a minimum) Technology Review 
meetings with FSA. 
Q9 - Describe your roadmap for delivery of service improvements in cloud technologies and 
services delivery over the next 12-24 months, including how new services will be made available 
to the FSA – 40% 

 
Our proposed roadmap for delivery of service improvements in cloud technologies and services 
delivery over the next 12 to 24 months is aligned to a combination of the objectives and service 
aspirations described in the FSA Evergreen Roadmap and the Cloud Services Management ITT. 
The high-level roadmap included within this response is thematically organised according to 
priority areas for improvement including: 

 
• CSM On-boarding and establish application lifecycles and the service and contractual 

mechanisms to maintain them into the future 
• We will decommission on-premise exchange, review the existing 365 tenancy and identify 

candidate M365 service-enablement projects. The scope will include Teams, SharePoint, 
Yammer, PowerPlatform and MS-based security tools 

• Support, advise and enable the move from IaaS based applications to SaaS and PaaS-based 
alternatives 

• We will assess and remediate the current identity environment and establish a new identity 
model that supports automation, single sign on and self-service password resets 

• If required in the future we will work with the FSA Data team and based upon an 
understanding of the current data architecture identify, design and oversee the build of a new 
data function that can deliver the FSA’s data vision 

• Ensure and maintain oversight of a consistent set of standards of process and information 
management practices that are followed by internal and external developers 
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Our proposed roadmap elements are mapped below against the ITT objectives and the 5-year 
projections for CSM contained within the FSA Evergreen Roadmap, after which we have organised 
the individual roadmap elements according to the aforementioned roadmap themes. In this way 
we can demonstrate a clear line of sight between our recommended CSM improvements and FSA 
key strategic drivers contained within the FSA IT Roadmap. 
You will notice that we have added to our proposed Roadmap for Cloud Infrastructure 
Management as there are many noticeable dependencies, synergies and overlaps. Should 
CoreAzure be appointed as CSM partner we would want to merge the two roadmaps together. 

 
 
 

Specific ITT Objectives and Key CoreAzure Roadmap Elements 
Requirements 

 
 

Source: The ITT objectives 
 

• Our support model will be more supportive of PaaS 
and SaaS-based working e.g. the skillsets of our FSA 
team will reflect these requirements and are in line 
with the support we provide across our current 
client base 

• A future cloud architecture that • Work with the Cloud Services Lifecycle Management 

has a much greater emphasis and  partner to rearchitect and replatform key line of 

reliance of PaaS SaaS services.  business apps e.g. micro services, docker, AKS. The 
objective should be to improve functionality, ability 
to respond quicker, improve performance and 
scalability, remove reliance on infrastructure. This 
is not just moving away from IaaS; this is a more 
transformative change. 

• Introduce commercial framework to allow hosting 
environment to flex. 

• The need for closer alignment and 
support to the FSA’s Technology, • Through CSIP we will suggest how FSA’s challenges 
Digital and Data teams to support  and service priorities can benefits from AI and 
the underpinning tools for storage, Machine Learning capabilities 
management, analysis, integration, • Seek to leverage the potential of the Azure platform 
publication and protection of the  capability by implementing Azure advanced 
organisation's data, such as not  analytics, AI and ML. To become a more data driven 
just structured database  organisation, and to become more insightful and 
management tools, but also EDRM  predictive in terms of data analysis and modelling. 
systems, unstructured document • Provide citizen development process and tools. 
and BLOB storage, business Provide the tools and control to enable FSA users to 
intelligence and analysis tools. (if consume and exploit internal and external datasets. 
necessary) 
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Through CSIP we will routinely scan the technology 
horizon in order to be more proactive in the advice we 
give principally to cloud infrastructure hosting but also 
in our support to the other FSA service pillars, such as 
Endpoint Management 

• To support the ‘evergreen’ • Work with the FSA and the Endpoint Management 

philosophy of perpetually  supplier to leverage the new Windows Virtual 

updating and improving services,  Desktop capability. For example: 
continuing to adapt to business 

o Exploiting the security controls offered by WVD 
and political change and adopting  whilst embracing BYOD potentially 
new technologies as they emerge. 

o Central management and access provision of non- 
standard applications 

o Providing powerful workstation capabilities 
through the use of the WVD platform without 
needing to make capital investment in high end 
desktop/laptop devices – just pay for what you 
use and/or provision. 

• Improve CMDB quality. Reduces risk as the 
environment is better understood. 

• Support of the disaggregated • Change process Improvements. Audit the current 

services models defined in the ITT  change process and look for improvements to 
reduce risk 

• Implement ITIL best practices for Configuration 
Management that will improve impact analysis for 
incident and change. 

Source: The 5-year projections for CSM contained within the FSA Evergreen Roadmap 
 

• We will decommission on-premise exchange, review 

• Office365 and the Microsoft Power the existing 365 tenancy and identify candidate 
Platform will continue to be FSA’s M365 service-enablement projects. The scope will 
core Software as a Service toolsets include Teams, SharePoint, Yammer, PowerPlatform 

and MS-based security tools 

• All FSA staff will have a single user • We will assess and remediate the current identity 

identity based on Azure Active  environment and establish a new identity model that 

Directory  supports automation, single sign on and self-service 
password resets 

• FSA will be aiming for a Zero 
Server infrastructure and the • Support, advise and enable the move from IaaS 
migration of business services  based applications to SaaS and PaaS-based 
from IaaS virtual servers to PaaS  alternatives 
or SaaS solutions. 
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• Users will expect applications to • Support, advise and enable the move from IaaS 

be available on demand.  based applications to SaaS and PaaS-based 
alternatives 

• Working with the FSA Data team and based upon an 
understanding of the current data architecture 
identify, design and oversee the build of a new data 
function that can deliver the FSA’s data vision 

• There will be increased use of • Ensure and maintain oversight of a consistent set of 
Process Automation across all  standards of process and information management 
areas of FSA business  practices that are followed by internal and external 

developers 
• Support, advise and enable the move from IaaS 

based applications to SaaS and PaaS-based 
alternatives 

• There will be fully integrated • We will decommission on-premise exchange, review 

software for written, audio and  the existing 365 tenancy and identify candidate 

visual collaboration and  M365 service-enablement projects. The scope will 

communication.  include Teams, SharePoint, Yammer, PowerPlatform 
and MS-based security tools 

• “Not Broken Don’t Mend It” will • CSM On-boarding and establish application lifecycles 
not be an excuse for obsolete  and the service and contractual mechanisms to 
technology.  maintain them into the future 

 
Source: The 5-year projections for CIM contained within the FSA Evergreen Roadmap 

 
• Azure will be FSA’s “hub” in a • We will incorporate support and engagement of the 

multi-cloud environment  wider Methods group to underpin new multi-cloud 
services. 

• Upgrade operating systems and technology 

• Cloud Infrastructure will need be components (Ensures that all infrastructure remains 
robust enough to withstand and in mainstream support without the need to perform 
simple enough to empower large upgrade projects at the end of a contract 

period 
• Implement regular restore testing schedule. 

• Hosting and storage requirements 
will be driven by content, not • Storage platform service available. 
format 

• 
Data storage will continue to • Database as a service is incorporated into our 
increase, and flexible capacity will  hosting model. be required 
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• More Automation: including: 
o Scaling cloud platforms (up and down) 
o Initial troubleshooting for efficient incident 

resolution 
• Service Capacity, Availability and  o automatically report on service affecting issues 

Performance Monitoring will be • Where possible, and in accordance with CoreAzure’s 
increasingly proactive and  commitment to automation, we will develop scripts 
supported by Artificial Intelligence  to formally validate the implementation and 

expiration of Azure PaaS hosted resources. 
• Automate alerting into ServiceNow and make use of 

Platform tools such as Azure Sentinel to gain greater 
visibility of security vulnerabilities and establishes 
more effective response mechanism e.g. automation. 

• Test and Development • Rearchitect the Azure scaffold (Hub & Spoke). 

Environments will be wholly Implement best practise and remove the technical 
debt from the original Capita to Azure migration segregated from Production and • Implement a segregated development (Sandbox) will be available on time-limited 

demand. and non-Production environment overhaul (Replace 
existing non-production environment to match 'live' 
reducing risk and improving delivery cycle times). 

• Users will have single sign-on to • CoreAzure will provide support to this objective in 
all services, using Multi-Factor  the context of PaaS and SaaS services that are within 
Authentication where appropriate.  the cloud infrastructure hosting support. 

The figure below has mapped the roadmap elements against the improvement themes proposed 
at the start of this section and provides the basis to construct a proposed high-level roadmap plan. 

 

Complete a CSM On-boarding • We Setup and develop a CMDB 
exercise and establish application • Complete a legacy service and technology review 
lifecycles and the service and  (understand what needs to be re-platformed) 
contractual mechanisms to • Create and maintain a lifecycle plan for every 
maintain them into the future  Hosted/SaaS/Configured server application 
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We will decommission on- 
premises exchange, review the 
existing 365 tenancy and identify 
candidate M365 service- 
enablement projects. The scope 
will include Teams, SharePoint, 
Yammer, PowerPlatform and MS- 
based security tools 

  
• 365 tenancy review and remediation / 

configuration plan 
• M365 - Exchange implementation review and 

decom plan 
• Platform exploitation (M365 – Teams opportunity 

analysis) 
• Platform exploitation (M365 – SharePoint 

opportunity analysis) 
• Platform exploitation (M365 – Yammer 

opportunity analysis) 
• Platform exploitation (M365 – PowerPlatform 

opportunity analysis) 
• Platform exploitation (M365 – MS Security tools) 

 

  
 

Support, advise and enable the 
move from IaaS based 
applications to SaaS and PaaS- 
based alternatives 

 
 
 

We will assess and remediate the 
current identity environment and 
establish a new identity model 
that supports automation, single 
sign on and self-service password 
resets 

  

• Create and maintain a lifecycle plan for every 
Hosted/SaaS/Configured server application 

• Complete a Cloud Transformation Assessment: 
Identify IaaS to SaaS/PaaS candidates (applications 
and databases) 

 
 
 
• AD drains up review and remediation plan: initial 

project to clear up legacy “clutter” in both the 
Windows and Azure AD 

• DNS drains up review and remediation plan 
• Scope Analysis for MIM / SSO 
• Implementation SSPR 
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Working with the FSA Data team 
and based upon an understanding 
of the current data architecture 
identify, design and oversee the 
build of a new data function that 
can deliver the FSA’s data vision 
(future if required) 

  
• Develop a data RACI (and data set catalogue) 
• Establish a DataBase Management Function 
• Define backup and restore plans for all databases 

and database servers and to verify that these are 
successfully implemented and tested 

• Data Discovery: Develop data set catalogue, RACI 
and integration landscape ETL, APIs, Toolset 
review (as is and to be) 

• Data exploitation: an approach to fulfil the 
strategic objectives for data 

 

 

Ensure and maintain oversight of 
a consistent set of standards of 
process and information • Devops discovery: Devops and code repository 
management practices that are  review and remediation plan 
followed by internal and external 
developers 
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It is important that we recognise the ways in which both the FSA and CoreAzure intend to make 
new services available, either as a result of the proposed strategic roadmap elements or 
responding to the FSA’s future business challenges and opportunities. In practice, we would 
recommend that new services are agreed and included within the Cloud Services Management 
service portfolio is via the Continuous Service Improvement Programme, which is the single point 
of channelling, introducing and measuring the benefits of new or fundamentally modified 
services. The CSIP must therefore maintain an alignment to the FSA strategic decision making and 
investment appraisal processes. 
In summary therefore, new services will continue to be made available through: 

 
• Our on-going commitment to Continuous Service Improvement Programme (CSIP): Our 

proposed CSIP mechanisms provide a vehicle to jointly review the joint FSA and CoreAzure 
new service and improvement candidates on an on-going basis and where possible delivered 
as part of our Business-as-Usual service obligations. 

 
• An evolving Technology Roadmap: We will continually scan for improvement opportunities 

and present these for discussion and review via the CSIP process. 
 
Our response to new service requests: Being ready and prepared to support new service 
requests providing where necessary suitably qualified specialists to shape and inform the 
requirements. Over the past 3 and a half years we have fulfilled new service requests to the FSA 
including 59 Change Requests and 26 New Work Package requests. 
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  Service ITT Response  
 

• TENDER reference • FS430634 – Cloud service management 
      

Section 1: Service Management – 40% 

A Service Improvement - Improve customer experience by adopting a 'shift left' approach, 
transferring knowledge to service desk to enable first line fix wherever possible 
Q1 - Describe how you will continually identify resolutions that meet this criteria, and how you will ensure 
these are effectively transferred to the service desk support partner to enable first line fix – 5% 

 
The ‘shift-left’ approach is always factored into our Service Management processes and we have 
demonstrated this as the FSA’s Cloud Hosting Partner over the past 4 years, where we have continually 
sought opportunities to enhance and add value to the service desk operations and in particular first-time 
fix performance through sharing the details of Problem and Incident resolutions. 

 
The techniques we have demonstrated to date and would incorporate into our CSM function include: 

 
• Relevant knowledge-based articles 
• Structured knowledge-sharing sessions 
• Post incident reviews including recommendations designed to enhance additional first-line checks with 

technical context and rationale 
• Suggesting scope for additional monitoring to allow early intervention 
• Meetings with 1st line teams to gain insight and provide feedback on escalated incidents (for future 

consideration) 
 
We will identify resolutions that meet this criteria by continuing to identify ‘shift-left’ improvement 
candidates as part of Incident and Problem Management closure and work with the Service Desk partner 
and the FSA IT teams to measure and track the impact on performance e.g. first time fix rates. It is 
important however that we identify the right and most appropriate shift left candidates. We do not want to 
overwhelm the service desk both from a capacity and capability perspective, but equally we need to 
ensure that the right candidates for selection are being identified. We propose that the criteria that the 
joint FSA ODD Teams, CoreAzure and the wider 3rd party supplier teams use will for selection will include: 

 
• Is the incident, issue or problem likely to re-occur – there is little value in training the service desk 

personnel to address one-off incidents and issues 
• Is the resolution or remediation of an incident, issue or problem repeatable – can it be proceduralised 

and/or scripted 
• Is the resolution / remediation within the capability of the services desk – it is important that 

resolutions are safely implemented to a desired level of quality, performance criteria and without error; 
and can individuals be trusted to resolve appropriately 

• Can the time and effort taken to ‘shift left’ be justified? – Will the ‘shift left’ actions lead to noticeable 
improvements and do we jointly achieve a return on effort and investment? 

 
Shift left candidates are shared and triaged as part of routine service reviews and the performance that 
will ultimately inform the efficacy of the selection criteria will assessed at the monthly service review 
meetings, with actions identified to improve the overall performance of the ‘shift left’ approach. In fact, it is 
imperative that we not only feedback shift-left improvement candidates but also provide feedback on how 
we as CSM and the Service Desk can improve the way that we work together, for example: 
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• the effectiveness of the service desk triage process and as CSM partner whether or not we feel we 

are being engaged effectively and at the right point during an incident or problem resolution 
• that the shared knowledge base remains relevant and serves the purposes of both the Service Desk 

and the CSM 
• provide details of what information gathered during first-time fix would have a positive impact on CSM 

Problem Management 
• the effectiveness of incident or event categorisation 

 
As CSM we will continue to use our existing processes to effectively transfer these shift-left drivers that 
will ultimately have a positive impact on first time fix rates. However, we will not only seek to improve 
performance by reporting performance at monthly service reviews but also by incorporating shift-left 
activities into our continuous service improvement process, thereby ensuring that where necessary we 
embed into Business as Usual (see below): 

 
The diagram below tracks the trajectory of a CSIP improvement and identifies the life-cycle tasks from 
identification and triage into BAU and steady state. Shift left forms a key component of CSIP and as such 
we will ensure that the identification of shift left candidates and the tracking of improvements is formally 
incorporated into the CSIP approach set out below. The identification of shift left candidates feed into the 
CA Prompted or Support prompted improvement categories after which progress and performance is 
tracked in accordance with the proposed CSIP processes. 
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 CSIP to BAU Process  

Originate Contractual Technology FSA CA Promoted Support 

Identify the  
GAP Roadmaps Prompted  Change / Prompted 

Analysis  (FSA, CA, Change / Improvement Change / 
need for Other Improvement Request Improvement 
change Suppliers) Request (best practice, Request 
and/or issue & (best practice, 

Improvement problem issue & problem 
management) management) 

 
 
 
 

CSIP Focus 
 

Log / seek  Is this  Appraise  Decide 
Triage / further detail improvement (business case / (add to CSIP 
Assess  (do we need technical fit / reg, reject, 

to monitor) change load) stand-down, 
monitor) 

 
 

Review status Track / Request to Review of Transition 

Visibility / of previous benefits review stood Actions improvements 

Monitor improvement comms down to baseline 
candidates candidates (no longer 
(generate monitor) 
actions) 

 
 
 

Transition BAU Steady 
State 

 
 

Remove from CSIP Acceptance into Monitor as part of 
Register  Service  BAU 

Baseline Raise change Measure, track, 
request monitor benefits 

 
Update contract Further 

improvement 
opportunity 

 
Managed Service 

 
 

 
 
 
 

B Monitoring - The supplier will provide performance monitoring and reporting for any services 
under its area of responsibility, ensuring issues are identified and investigated and working with 
the FSA to resolve as required 
Q2 - Describe how you would use monitoring and reporting to proactively identify outages and 
degradation of services, and ensure appropriate action is taken to limit the impact on end-users – 5% 

 
In this particular scenario our assumption is that the issue or problem has already occurred and that we 
are able to demonstrate how we will utilise various reporting and alerting mechanisms to identify the 
outage or degradation, ensuring appropriate action is taken. 

 
We do this currently at the FSA and at a number of our other managed accounts, such as the UK Parole 
Board, the National Lottery Heritage Fund and the Independent Office for Police Conduct (IOPC), by 
setting alerts on the Microsoft Azure & M365 platform to detect sudden changes e.g. outages or 
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degradation of services. We set, monitor and maintain alert tolerances that have been pre-configured to 
automatically report on service affecting issues. 

 
To achieve this, we utilise the monitoring, reporting, alerting features and monitoring toolsets of the cloud 
platforms such as: 

 
• The setup of automated alerts 
• The configuration of dashboards 
• Scripted automation of service validation e.g. proof of test execution 
• The generation of automated and manual reports – as standard 

 
As an aid to Monitoring, CoreAzure typically leverages the Azure-native monitoring and management 
toolsets, where possible, as they provide a compelling and cost-effective solution. However, where our 
clients have existing legacy toolsets or third-party products, we are often required to leverage and/or 
integrate with them. For example, many Microsoft clients use the Microsoft System Centre tools – these 
integrate well into the Azure-native tools. We have integrated several of our clients on premises logging 
systems, such as Splunk, with the Azure-native diagnostic logging output from Azure resource providers 
(e.g. Windows and Linux Virtual Machines - Event Logs and SysLogs), Azure Firewalls, Application 
Gateways, SQL Databases, etc). Another third-party toolset with which we have integrated previously is 
Solar Winds, which offers a suite of operational management tools. 

 
These alerting features are supported and complemented by a robust set of standard operating 
procedures and work instructions. 

 
Alerting will be configured and is the key element in triggering our response to proactively identifying 
service outages and the degradation of services. When these alerts are triggered, an incident is 
automatically sent and logged by the FSA’s ITSM, ServiceNow. Following the logging of the event, it is 
triaged and allocated to an appropriate 2nd line engineer and at the same time a notification is sent to the 
nominated CoreAzure FSA lead and if necessary, the relevant FSA ODD team and/or third-party supplier. 
Examples of these alerting events would be: 

 
• Database performance: for example, a test query response time drops below an acceptable level for 

a defined period of time 
• M365 platform availability: for example, the unexpected outage of M365 services. These normally 

recover with minimal impact to end users but should be tracked as incidents 
• Critical process failure: for example, part of a key line of business ETL task failing to complete 
• Business Intelligence and Analytics Performance: degradation caused by excessive utilisation 

(throttling) or platform issue 
• Identity Platform availability: for example, key component failure resulting in degraded service, 

design should be resilient, but failures even when not user impacting should be tracked. 
 
Note: the alerting of security events is covered in our response to a separate question 

 
Assuming the incident is a P1 and is within our ‘core or working hours’ we will respond within 15 minutes. 
If the alert is triggered in non-core hours the event details will be automatically routed to an on-call 
engineer. Once alerted, we will record and track the details against the reported incident in ServiceNow 
and provide additional communications where necessary. 

 
Regarding escalation pathways and the ways to minimise the impact on the end-user, our event and 
incident management response and communication flows will be commensurate with the FSA’s incident 
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management process, however in all cases, a triage of the incident will dictate the immediacy of our 
engineering response and the specific nature of end-user communications. 

C Acceptance into Service - The supplier shall work to the FSA Acceptance into Service process 
and contribute to the provision and assessment of all relevant requirements specified for any new 
services 
Q3 - Describe your own processes for the acceptance of new services, and how these ensure you are 
able to provide appropriate support. Please include your own process flows/diagrams in your answer – 
10% 

 
CoreAzure have a tried and tested Transition into Service model which aligns to and completes the 
Acceptance into Service model. The approach ensures successful on-boarding of new services whilst 
maintaining the agreed levels of service. Based upon ITIL, it is an approach fully commensurate with the 
FSA Service Management Design standard. The key principles of our approach are: 
• We embody the ITIL adapt principle to ensure that our approach is pragmatic and fit for purpose 
• Successful service transitions depend upon the correct understanding and application of change 

management, quality assurance, risk and exemplary project management 
• Transition planning activities commence from the outset of the project and/or new service design and 

evolved during development and test, Pilot and Early Life Support 
• Our transition planning services are based on a repeatable yet adaptable sequence of interrelated 

stages defining: 
o Roles and responsibilities of transition team 
o Appropriate levels of governance e.g. decision points and readiness reviews 
o Tools, techniques and methodologies used 
o Contingency planning and management of risk 
o Detailed transition plans 

• Entry/Exit Criteria for the Transition Phase are formally defined including: 
o Transition into support (on-boarding) 
o Release and Deployment Management 
o Solution Validation and Testing 
o Change Evaluation and authorisation to deploy 

• Pre-transition phase including: 
o Ensure the cloud hosting environment is suitably configured 
o Transition documentation is in place (including a RACI matrix agreed by all relevant parties) 

• Transition phase: 
o Manage access to the new live service. Applied at the infrastructure level we use RBAC to 

cascade appropriate permissions through to each of the separate entities contained within the 
new service and/or workload 

o If appropriate, provide users with control and auditing capabilities 
• Post-Transition phase: 

o CoreAzure have processes and controls in place to assess application, platform and 
infrastructure health on an on-going basis 

o After successful testing, the handover of transition documentation, including the lifecycle plan, 
with pre-agreed review dates, for the transitioned service 

 
For the acceptance of new services and in order to provide an appropriate level of support, CoreAzure 
will: 

 
• Complete a discovery assessment of the new service, including but not limited to; 
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o Documentation review (including design, configuration and functional/non-functional 

requirements). The purpose of documentation is to record / capture a ‘known-good’ state 
o Infrastructure dependencies 
o Support arrangements and responsibilities 
o Billing / tagging requirements 

• Establish principles for contract and work package sign-off, including acceptance criteria 
• Review / contribute to test and acceptance procedures 
• Develop compensating controls and risk acceptance criteria 
• Create / complete acceptance testing, including; 

o writing an Acceptance Tests Specification acceptable to the FSA, setting out the test data and 
environment required, the sequence for performing those tests and the acceptance criteria; 

o conduct the Acceptance Tests in accordance with the Acceptance Tests Specification, unless 
otherwise agreed in writing. 

• Update work instructions 
• Provide an application/solution lifecycle plan 

 
Phase 1 

 

 
 
 

Project 
Initiation 

 
 

Identify Key areas 
of change and their 
potential impact 

Phase 2 Phase 3 
 

 
 
 

Design 
 
 
 

Design operational 
needs, assess 
readiness and 
prepare test plans 

Phase 4 Phase 5 Phase 6 
 

 

 

 

 

 

 

 

 
Business 

Requirements 

 
Build and Test 

 
Implementation 

 
Post – 

Implementation 

 
Assess current state 
and develop plan 
to ensure readiness 

 
Test for readiness in 
the operating 
environment make 
adjustments where 
required and 
prepare for end 
user 
implementation 

 
Train staff and clients, 
distribute support 
documentation, 
approve and deploy 
to production 
environment 

 
Make adjustments 
to the production 
environment, 
transfer 
responsibility for 
continuous 
improvement to the 
service owners 

    

 

D Change management - The supplier shall work to the FSA change management process, and 
contribute to the assessment, logging, review, implementation, scheduling, review and closure of 
changes. 
Q4 - Describe your approach to change management and what actions you take to minimize the risks 
associated with changes. Please feel free to include any diagrams/process flows into your answer – 5% 

 
Change Management is defined as methods and procedures used for the efficient, prompt and suitable 
handling of all Changes, in order to minimise the impact, if appropriate, of Change-related Incidents upon 
service quality, and consequently improve the day-to-day operations of the FSA. 

 
CoreAzure adopt a risk-based approach to managing change as it ensures that the amount of attention 
that a change warrants is aligned to the FSA’s risk appetite and it ensures that we maximise the use and 
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impact of available resources. For example, changes associated with high risk / impact profiles will attract 
suitably high levels of attention, scrutiny and management. Completing a risk/impact assessment is a key 
element of the ‘evaluate change’ stage of the change management process (see process flowchart 
below). 

 
The Change Management process itself is owned and managed by the FSA and is defined in the FSA 
Change Management procedure. CoreAzure’s approach to change management is aligned to this and will 
adhere to the process and facilitate its requirements via the following activities: 

 
• Change Raiser: This person who will take overall responsibility from an IT perspective for the Change 

Request. They will liaise with the Change Manager regarding all aspects of the Change, including the 
risk and impact assessment and ensure that the CAB is attended, either in person or by delegating an 
authorised person. They will be held accountable until completion of the Change. 

• Change Implementer: The person who will implement the Change. 
• Change Approver: This person can approve, reject or request more information. 
• CAB attendance: Attend and contribute to the weekly FSA CAB when required. 

 
Our approach to Change Management is further characterised by: 

 
• The risks and potential impact of the changes are managed by the strict adherence to the agreed 

Change Management model. This includes commensurate levels of risk reducing measures and 
controls including but not limited to; 

o A risk / impact assessment that fundamentally informs the how the risks that are associated 
with the change are managed (see process flow-chart below) 

o A requirement for a full and detailed implementation plan 
o A documented roll-back plan 
o Pre and Post implementation testing 
o Formal recognition of change outcome (success or failure) 
o For significant or high-risk changes testing needs to be completed in a segregated 

environment 
 
• Risk and impact assessments are completed in accordance with the following principles; 

 
o An effective and efficient change process mitigates risk by design 
o The Risk and Impact assessment criteria are socialised and agreed in advance with the FSA 

ODD teams 
o The risk management approach is fundamentally informed by the risk impact assessment e.g. 

Avoid, Mitigate, Transfer or Accept. Risk mitigation measures are also commensurate with the 
outcome of the risk assessment 

o Risks are formally assessed using a probability / impact assessment matrix which is aligned to 
the FSA’s risk management processes and standards. 

• An efficient and effective Change Management model is dependent upon an accurate and up to date 
CMDB. The CMDB establishes a mechanism to produce a detailed record of infrastructure 
components and dependencies and relevant relationships within the context of the FSA ITSM tool 
ServiceNow. 

Impact assessments are carried out in accordance with an agreed and formalised process and by Subject 
Matter Experts collectively representing the FSA environment in its entirety. 
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E Design Documentation - The supplier will provide high- and low-level design documents for all 
services and solutions, using templates agreed with FSA. These must be reviewed and updated 
on at least an annual basis and following the successful implementation of Changes, in line with 
the FSA knowledge management process. 
Q5 - Describe how you produce design documentation and how you ensure that documents are accurate 
and up-to-date. Please provide examples of design documentation content/format – 5% 

 
Our approach to design documents is as follows: 

 
• Following discussions on requirements, an engineer will write an ‘agile’ high-level design in 

PowerPoint in a short amount of time. This is so that we are able to capture architecturally 
significant requirements, candidate solutions, solution building blocks, risk, constraints and costs. 

• We ask the client for rapid feedback so that a detailed design document can be created in Word. 
This is a much longer and lower level design, which includes as much design (not implementation) 
detail as is available and seeks to ensure that the design is viable. 

• Following implementation, the engineer who did the bulk of the work, will also create a Word- 
based Configuration document. This captures the known-good state of the delivered 
service/infrastructure/system and is focused on the implementation detail only. 

 
In the interest of agility and efficiency, where an implemented solution deviates slightly from an earlier 
design, these three levels of documentation mean that only the configuration document is typically 
updated. 

 
All documents we write are kept securely in Microsoft Teams. This provides a central repository so that 
several people can collaborate on the same document at the same time. As CSM partner we anticipate 
that we will be collaborating on design documentation with a range of third-party suppliers. It also means 
that we have previous versions, should we need one. 

 
We try to ensure that the level of content in any document is correct for the purpose – this avoids 
unnecessary implementation or configuration details, for instance, in a design document which would 
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become stale easily. Where a design changes early in the process, perhaps through better understanding 
or refinement of requirements, the lead engineer or architect owning the document will update it to reflect 
the latest information available. The configuration document is written after a solution is deployed, so 
although it contains a lot of implementation detail the timing of producing the document means it is also 
quite stable. Usually only minor amendments are required. 

 
For all designs, our Solution Architects will make use of industry and vendor best practice solutions, 
reference architectures and design patterns wherever possible. This helps to ensure that we are not re- 
inventing the wheel and that the designs we create have been implemented successfully by others, and 
ideally us, already. 

 
An example design document has been attached below for the FSA’s reference. 

 
Example design document has been included as an ITT response attachment (FSA – HLD – Reference 
Number Generator); 

 

 
FSA - HLD - 

Reference Number G 
 
 
CoreAzure further strengthen the accuracy and integrity of design documentation via our own design and 
documentation quality control and assurance procedure which focusses on a concept named the 
CoreAzure hub and formalizes peer review into our documentation control and release process. 

 
CoreAzure have the CoreAzure Hub which is a review process for all documentation prior to release and 
submission. The purpose of this is to formally review, technically assess and quality assure all 
documentation, to ensure consistency across all documents produced. 
The process is described below and supported by the following flow-chart: 

 
• Documents are created and produced across different disciplines within CoreAzure for example 

Design documentation, Service Reports, Project Reports and Technical documents. 
• All documentation is produced in draft format and are then submitted via the CoreAzure Hub for 

internal peer review. 
• The Hub is an area within a secure shared folder structure, whereby documents can be tracked, 

changed and version controlled. Once an initial draft has been completed the author can upload the 
draft version of a document and formally request a review. The draft document is uploaded at least 
two days prior to the required submission date to allow for a full review and for amendments to be 
made. A senior technical lead is assigned as the technical reviewer from within the technical delivery 
team who is independent from both the author and the originating project, to ensure objectivity. The 
reviewer will assess the technical content of the document, ensuring the document delivers against 
the scope and requirements of the project. Answering questions, providing advice and demonstrating 
technical resiliency and integrity within the design, along with the quality and adherence to CoreAzure 
agreed and approved templates. For non-technical documents an independent peer will be assigned 
the document to review and comment in a similar manner, to ensure integrity and accuracy of the data 
being submitted and reported. The reviewer will comment as appropriate within the document for the 
author to amend. Following approval from the reviewer the document is stored with comments for 
future reference within the secure shared area for CoreAzure to continually improve the standard of 
the documentation produced. 
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• Once the comments have been addressed with the reviewer approving the technical content and 

standard of the document, it is version controlled for release. 
• The document is transferred into the CoreAzure customer project folder and distributed as agreed with 

the customer, generally by saving into a shared area within the customer estate or via email to an 
agreed distribution list. The project manager or technical lead is responsible for ensuring that all 
documentation for their projects are submitted to this process, ensuring quality is maintained and 
delivered. 

• The stored documents are constantly reviewed to ensure that comments are continually cycled into 
updating templates, content, technical accuracy and relevance, to ensure the highest level of quality is 
provided for document content prior to submission across all documentation structures. 

 
 
 
 

 
 
 
F Incident management - The supplier shall work to the FSA incident management process, and 
for their areas of responsibility contribute to the logging / categorisation, monitoring, escalation, 
evaluation and resolution of incidents within agreed timescales. 
Q6 - Describe your approach to incident and major incident management, and how you would identify and 
resolve incidents for your areas of responsibility. Please feel free to include any diagrams/process flows 
into your answer – 15% 

 
Our Incident and Major Incident Management processes, along with all other Service Management 
processes, are aligned with ITIL best practices and also those of the FSA. The majority of incidents and 
major incidents are initiated through our event management and formal alerting processes. Note: we treat 
all security related incidents as a minimum of a P2. We do this currently at the FSA and a number or our 
other managed accounts such as the UK Parole Board and the National Lottery Heritage Fund, by setting 
alerts on the Microsoft Azure platform to detect sudden changes e.g. outages or degradation of services. 
We set, monitor and maintain alert tolerances that have been pre-configured to automatically report on 
service affecting issues. 
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In order to achieve this we utilise the monitoring, reporting and alerting features of the cloud platforms 
such as: 

 
• The setup of automated alerts 
• The configuration of dashboards 
• Scripted automation of infrastructure service validation e.g. proof of daily backup execution 
• The generation of automated and manual reports – as standard 

 
These features are supported and complemented by a robust set of standard operating procedures and 
work instructions. 

 
Event Monitoring is configured and forms a crucial element in ensuring service availability, by monitoring 
and alerting on occurrences/ observations that have significance to the delivery of IT Platforms, 
supporting infrastructure components or services. Our objectives are to: 

 
• Monitor CI’s and services constantly and provide operational information about the platform or 

component services. 
• To provide an early proactive mechanism for early detection of incidents. 

 
When the following alerts are triggered an incident is automatically logged in the FSA’s ITSM, ServiceNow 
and assigned to CoreAzure. 

 
• Database performance: for example, a test query response time drops below an acceptable level for 

a defined period of time 
• M365 platform availability: for example, the unexpected outage of Microsoft 365 services. These 

normally recover with minimal impact to end users but should be tracked as incidents 
• Critical process failure: for example, part of an key line of business ETL task failing to complete 
• Business Intelligence and Analytics Performance: degradation caused by excessive utilisation 

(throttling) or platform issue 
• Identity Platform availability: for example, key component failure resulting in degraded service, 

design should be resilient, but failures even when not user impacting should be tracked 
 
Following the logging of the event, Event Monitoring (see below) will proactively raise a ticket within 
ServiceNow. 

 
 
 
 
 
 
 
 
 
 
 
The CoreAzure service desk will evaluate and impact assess. Before any action is taken, we will quickly 
gather all relevant and available information, including but not limited to; 



121 
RM3804 Order Form v4 - August 2019 

 

 

 
• The criticality of the system affected, and the FSA business areas impacted – and if necessary, this 

will trigger the escalation process (see below) 
• Key stakeholders (e.g. application and data owners) 
• Technical SMEs 
• Third-party suppliers 
• System dependencies (e.g. points of integration) 

 
If, following evaluation and impact assessment, the incident has been categorised as an Incident, it is 
resolved in line with the FSA Incident Management Flow and Process (see below). If possible, we take 
preventative action before it becomes service and end-user affecting, or that the situation worsens e.g. a 
serious security event has occurred. If required, we will proactively engage third party suppliers and the 
FSA to ensure an efficient resolution is implemented. 

 
Incident Management Process 

 
If, following evaluation and impact assessment, the incident has been categorised as a Major Incident, it 
is escalated in line with our standard process (see below). 

 

 
 
The Major Incident is then tracked and monitored in ServiceNow and in accordance with the FSA major 
incident management procedures, as included in the ITT supporting documentation. 

 
Escalation Process 
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Performance Reporting and Management 

 
In the context of incident and major incident management we will report the incidents in accordance with 
the reporting processes e.g. Monthly Service Management review. 

 
From a continuous service improvement perspective, it is also important that we report on the 
performance of incident and major incident management. For example: 

 
• First time fix performance (and trends) 
• Performance and resolution against SLA 
• Incident to Major Incident ratios 
• Repeat cases 
• Technical Improvement opportunities e.g. automation, platform utilisation, applicability of new and 

emergent and innovative technologies e.g. AI and Machine Learning 
• Process Improvement opportunities e.g. process streamlining, adjustment of control mechanisms, 

improvements to governance and new reporting requirements 
‘shift left’ occurrences to monitor and record situations in which suppliers incorrectly or prematurely hand- 
off to one another. In these situations incidents do not always follow the designated processes, and as 
CSM, it is important that if necessary, we ‘shift left’ the issue back to the service desk so that any 
mistakes made can be both recognised and prevented from further re-occurrence. 

G Knowledge management - The supplier shall work to the FSA knowledge management process, 
and contribute to the production of, analysis, timely review and sharing of knowledge and 
information in the FSA's Knowledge Base. The supplier is responsible for ensuring the 
knowledge base is up-to-date and accurate for the services they support. 
Q7 - Describe your approach to knowledge management and how you ensure that documents and 
Knowledge Base articles are accurate and up-to-date. – 10% 

 
We describe our approach to knowledge management by highlighting four important factors: 
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• The types of Knowledge Based Articles (KBAs) 
• The key characteristics of our approach 
• Knowledge Management in support of Project Delivery 
• Performance measurement and criteria 

 
We understand that the FSA’s objective of Knowledge Management is the structuring of processes for the 
creation, sharing, use and management of organisational knowledge. 

 
An ITIL-based Knowledge Management approach is made up of a knowledge base which contains 5 
different types of knowledge-based articles. Using the appropriate type of article is a key consideration 
and is fundamental to the CoreAzure Knowledge Management approach. As our staff are ITIL qualified, 
they are trained to differentiate between the different types of article and their suitability for given 
situations. 

 
The 5 types of knowledge article is shown below: 

 
• Error Message: We use the Error Message template when we are documenting a specific and exact 

error message 
• How to: We use the How to… template when we are documenting how to do something 
• Problem/Solution: We use the Problem/Solution template when we are documenting a general 

problem that is not error specific 
• Reference: We use the Reference template when we are providing information about a process or 

application 
• Decision Tree: We use the Decision Tree template when we are documenting a process that requires 

different actions depending on the input. 
 
In parallel with the selection of the correct knowledge article type it is important to identify the intended 
audience as knowing the reader persona, conditions the way in which the article is written, and the level 
of detail provided. 

 
Other key characteristics of our knowledge management approach are as follows; 

 
• Ownership: each Knowledge-based article has an owner assigned to it. The owner is responsible for 

carrying out reviews and responding to update requests. 
• Maintenance reviews: periodically assess the relevance and appropriateness of existing knowledge- 

based articles (KBAs). At the very least our KBA’s are reviewed every 18 months. 
• Proactive Reviews: If the owner of the KBA is aware of a required update and proactively modifies 

the document. A work group may decide to establish a more frequent review cycle than used to 
control the frequency at which standard Maintenance Reviews take place. 

• Peer review: another user can challenge and/or prompt a review of the KBA if they feel that it does 
not sufficiently explain a process, is out-of-date or contains any other inconsistency. 

• Knowledge share: We will formally structure two-way knowledge share, skills share and training into 
every element of the CoreAzure Managed Service, specifically tailoring to meet the requirement and 
the current skill levels of customer staff and third-party suppliers. 

• Consistency: Across multiple customers we use wikis to present the same work instructions for our 
engineers, remote hands and third-party suppliers. 

• Regular meetings: CoreAzure technical staff regularly meet with customer technical teams for the 
purpose of knowledge sharing. The output of these meetings results in comprehensive updates to 
KBAs and updated work instructions. 
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• Inclusivity: All staff, providers, clients and third parties are encouraged to contribute to KBA and to 

the Knowledge Base. 
 
When delivering projects, we have a robust approach to the production, review, approval and refresh of 
technical documentation throughout the project lifecycle through to live support. We engage design 
boards, technical authorities, live services representatives and support teams to ensure the documents 
achieve the appropriate standards and the relevant level of detail. This includes production of HLD/LLD, 
data flow, logical, security and acceptance-into-service documentation. 

 
Lessons learnt across all clients are continuously shared by our Change Manager and applied to all other 
customers benefiting from our extensive knowledge base. Content of the knowledge base is reviewed on 
an ongoing basis, with version control in place, and revisions verified by key stakeholders. 
We designate specific ‘knowledge owners’ to assume responsibility for ensuring that content is relevant 
and current. Our knowledge owners will be senior specialists within our teams. Again, knowledge 
management must flow from ‘those that know’ and who repeatedly demonstrate genuine expertise in 
particular areas. Tooling used includes SharePoint, Confluence, Git, ServiceNow and MediaWiki etc. 

 
We track and monitor the performance of Knowledge Management using the following metrics and data; 

 
• Knowledge base articles created 
• Knowledge base articles updated 
• Incidents resolved as a direct and/or indirect result of Knowledge base articles 
• Problems resolved as a direct and/or indirect result of Knowledge base articles 
• Planned Knowledge base article reviews undertaken 
• Successful changes implemented as a result of Knowledge base articles creation and/or update 
• Total number of CMDB updates 

H Monthly Service Review - The supplier shall participate in a monthly service review and shall 
report on their own performance, including but not limited to incident, request, change, problem 
management, Continual Service Improvements, Risk, Security (EUD Compliance metrics, Malware 
Incidents and Resolution, Patching Compliance) , monitoring, SLA performance and any ongoing 
projects for their areas of responsibility. The report must be submitted to FSA 5 working days 
from the start of the new month. 
The supplier must produce a security compliance report on a quarterly basis in a format that can 
be shared and understood at board level for our Audit and Risk Committee. 
The monthly reports will show trend information and analysis for the last 12 months to 
demonstrate ongoing compliance. 
Q8 - Explain your approach to a monthly performance reports and how you would highlight issues or 
areas of concern – 3% 

 
Our approach to monthly service reviews is designed to take the mass of service metrics and related 
information and present them to the FSA in a way that highlights key issues of concern, opportunities, 
progress and interesting insights. Fundamentally we are driven by the requirements of the FSA and focus 
on assisting them in making decisions about the direction and suitability of the services we provide to the 
business and service requirements of the FSA. Reports are tailored based on our detailed and 
comprehensive understanding of the FSA organisation and the services it provides. 

 
Reporting is not just about the services we have provided but must also highlight the effectiveness and 
content of our continuous service improvement activities. It must accommodate changing and fluctuating 
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business demands and service priorities, whilst at the same time bringing service innovation opportunities 
to the FSA, based on our very extensive experience of delivering cloud-based solutions and architecture 
within a UK public sector context. 

 
Our multifaceted monthly summary of performance, in the context of this contract, would include: 

 
• A monthly service management review meeting which focusses, at a high level, on all aspects of the 

service and is structured accordingly; 
 

o Executive Summary: monthly performance on a page (see example below) 
o Incident Management: volumetric data extracted from ServiceNow showing performance for 

the period (see example below) 
o Requests for Change: similar to incident management, volumetric data extracted from 

ServiceNow showing performance for the period 
o Problem Management: similar to incident management, volumetric data extracted from 

ServiceNow showing performance for the period 
o Infrastructure Performance: the high level performance of the cloud hosting environment(s) 

(see example below) 
o Cloud Platform(s) Advisor Recommendations: a list of proactive, actionable, contextualised 

best practice recommendations for FSA cloud environments 
o Cloud Platform(s) Security Posture: measure of risk and compliance represented as a % figure 

(see example below) 
o Office 365 Security Posture: measure of risk and compliance represented as a % figure (see 

example below) 
o Office 365 Security Posture: a list of platform recommend improvement actions (see example 

below) 
o Office 365 Usage: Insights into the activities carried out by end-users (see example below) 
o Cloud Platform(s) Cost Management: A high level overview of cloud consumption spend and 

trend (see example below) 
o Cloud Platform(s) Activity: Report showing the user accounts and the number of operations 

carried out (see example below) 
o Assessment of current risk profile: a focus and measurement of non-technical risk 
o Continued Service Improvements: Summarised account of improvement activities and focus 

(see example below) 
o Ongoing projects status updates (see example below) 

 
In addition, for this contract: 

o Security (EUD Compliance metrics, Malware Incidents and Resolution, Patching Compliance) 
o Trend information and analysis for the last 12 months to demonstrate ongoing compliance 

• A quarterly security compliance report design specifically for and in a format that can be shared and 
understood at board level for the FSA’s Audit and Risk Committee. 

• A monthly update to specific sub-groups such as the Security and Infrastructure groups. The output of 
these meetings is used to formally inform and appraise the monthly service review group 

• A monthly service report that reflects the topics and content covered by the Monthly Service 
Management review meeting (example see below) 

• Feedback from members of the FSA service management team are as follows; 
 

o Comments from Paul Burdett at the end of the October 2020 Service Review Report 
Presentation Meeting; 

■ "…report looks really good, some excellent information in there" 
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■ "…focussed on the improvement work…good examples" 
■ "…additional information not seen before, not just own area but the wider estate" 
■ "….really like the layout and presentation of the report" 
■ "Really good work" 
■ "…gone well … reported quite positively…" 
■ "a lot of new and useful content" 
■ “worth sharing” 
■ “opened a world of possibilities” 
■ "want to emphasise the new report does look really good and a lot of useful 

information…" 
o Comments from Claire Scott-Hughes 

■ "really like it, like the information in it " 
■ "alerts stuff and all the security stuff really good" 

 
 

Example Exec Summary from October 2020 

 

Example Incident Management from October 2020 Service Review Report 
 

 



127 
RM3804 Order Form v4 - August 2019 

 

 

 
 
 
Example Infrastructure Performance Report from October 2020 Service Review Report 

 
 
Example Security Posture and Security Centre Recommendations from October 2020 Service Review 
Report 
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Example Azure Cost Management report from October 2020 Service Review Report 

 
 
Example Azure Activity Report from October 2020 Monthly Service Review Report 
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Example Continued Service Improvements from October 2020 Monthly Service Review Report 

 
 

Example Microsoft 365 Security Posture from October 2020 Monthly Service Review Report 
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Example Microsoft Office 365 Security Posture Improvement Actions from October 2020 Monthly Service 
Review Report 

 
 
Example Office 365 Usage from October 2020 Monthly Service Review Report 
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Example Project Status Tracking from January 2021 Monthly Service Review Report 

 
 
 
 
I Problem management - The supplier shall work to the FSA problem management process, and 
contribute to the identification, categorisation, prioritisation, diagnosis, resolution and evaluation 
/ closure of problem management. 
Q9 - Describe your approach to problem management and how you would contribute to identification and 
resolution of problems. Please feel free to include any diagrams/process flows into your answer – 10% 

 
Our approach to Problem Management is rooted to and aligned with ITIL best practices. It is critical to the 
effective and efficient operation of the service we will deliver. There are two aspects of Problem 
Management, reactive and proactive: 

 
Reactive problem management relates to an incident that has already become a service affecting issue. It 
is important to ensure the swift, efficient and time critical resolution of these significant service affective 
issues. 

• Proactive Problem Management on the other hand, is focussed on addressing potential service 
affecting issues before any incidents have occurred and therefore, the effort that is applied can 
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make a significant, yet often invisible, contribution to the smooth and effective running of the 
service. 

 
The two however share the same process flow which is shown below. 

 
In support of proactive Problem Management, CoreAzure routinely perform trend analysis and review 
tickets within ServiceNow in an effort to identify reoccurring issues. These are fed into the FSA Problem 
Management process, where root cause and a permanent solution is investigated and, if required, shared 
and collaborated on with other FSA third party suppliers. 

 
The results of all forms of Problem Management will be reported on within the monthly service review 
meeting, as well as being addressed / progressed in a weekly FSA problem review meeting. 

 
Our contribution to FSA Problem Management process is not limited to our proposed service scope and 
we would continue to seek opportunity to share our knowledge and experience in a wider service context, 
by providing input to the identification, categorisation, prioritisation, diagnosis, resolution and evaluation / 
closure of wider problem records. 

 
 

 
 
Problem management is a key element of our Managed Service proposition, we fully understand however 
the significance of the FSA being aware of both the activities that we will undertake and more importantly 
the impact and all-round effectiveness of the problem management focus. Invariably, problem 
management is a collaborative undertaking and in our delivery of Managed Services to the FSA over 
recent years, we have always appreciated the need to collaborate and work with both the FSA teams and 
third-party suppliers to increase both the impact and scope of problem management activities. 

 
CoreAzure’s Problem Management follows an established problem resolution model, by analysing root 
causes and preventing Incidents from happening in the future. 

 
CoreAzure will call upon our experience, expertise and existing knowledge of FSA’s problem 
management process, to minimise the adverse impact of Incidents and Major Incidents, by working to the 
FSA problem management process and contributing to the identification, categorisation, prioritisation, 
diagnosis, resolution and evaluation / closure of problem records. We achieve this by obtaining an in- 
depth understanding of Incidents and Major Incidents that have already occurred (reactive), along with the 
associated resolution, to minimise and where possible prevent, reoccurrence of Incidents (proactive). 

 
The key elements of the problem management process model are described below: 
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• Identification: CoreAzure will routinely perform trend analysis and review tickets within ServiceNow to 

identify reoccurring issues. We will use data collected in ServiceNow during Incident resolution for 
Problem identification. 

 
• Categorisation: Incidents are input into the FSA’s Problem Management process, where root cause 

and a permanent solution is investigated and created. If required, we will collaborate with all relevant 
ITSM stakeholders including other FSA third party suppliers. We will also ensure all Problems will be 
logged in ServiceNow as Problem Records, so their status can be tracked, and a complete historical 
record maintained. 

 
• Prioritisation: We will support the appropriate prioritisation of a problem at the point of creation, but 

we also recognise that priorities may change throughout the lifecycle of the problem management 
record. The factors that may influence priorisation include, relevance to business objectives, the effect 
on service provision and future planned activity. 

 
• Problem Investigation (Diagnose): CoreAzure uses our extensive experience, knowledge and deep 

understanding of cloud hosting technologies to troubleshoot thoroughly, understand and identify 
underlying issues and problems quickly. To inform our understanding we use trend analysis and 
common patterns across multiple customer environments, without sharing or compromising any 
customer data. 

 
• Resolution: Once root cause is diagnosed, it becomes a "Known Error", logged in ServiceNow and if 

available a Workaround deployed for immediate effect, while a permanent solution is developed and 
implemented via the Change Management process. When a final solution has been deployed, the 
Problem Record will be formally closed. This will ensure the problem record contains a full and 
accurate historical account of the problem lifecycle. The problem record should include all relevant 
keywords, phrases and metadata to allow for future retrieval and analysis to aid quicker problem 
resolution in the future. 

 
• Root Cause Analysis Documentation: The final step in the problem management process and is 

optional in the FSA’s problem management process. The production of a comprehensive detailed root 
cause analysis document is a useful way of capturing the lessons learnt during the problem 
management and resolution process. These lessons may be technical and/or procedural in their 
nature, however both are equally important. The act of producing the documentation often facilitates a 
deeper understanding of the underlying issue(s) and may raise additional proactive problem records, 
further contributing to the effective and continued operation of the service. 

 
Problem Management Examples: 

 
The two examples provided demonstrate scenarios that the CSM partner would be expected to take 
ownership of and co-ordinate on behalf of the FSA ODD teams. 

 
Example 1: The below example demonstrates how CoreAzure contributed to the identification and drove 
the resolution of a problem requiring input from and coordination of multiple FSA suppliers (Littlefish for 
internal DNS and LAN, Exponential-e for internet DNS and WAN, CoreAzure for Azure network and 
troubleshooting information from the Azure platform). 

 
• CoreAzure were able to work with 2 FSA Third-party suppliers in resolving an underlying DNS issues 

that had caused service affecting issues 
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• CoreAzure took ownership of the problem to seek a quick resolution to enable the delivery of a time 

critical system 
• CoreAzure led this call technically, clearly articulating the problem, explaining the troubleshooting 

steps that had been taken so far, providing expert advice, coordination and direction which ultimately 
led to the resolution of a long standing problem 

 
Example 2: The below example demonstrates how CoreAzure contributed to the identification and 
resolution of a problem and used innovative ideas and determination to provide a high level of service to 
the FSA. 

 
CoreAzure’s Problem Manager responded to an alert notification triggered by conditions being met as a 
result of a previously configured alert rule, reporting that a critical file server with 2TB of storage was 
running out of disk space. CoreAzure requested that the problem be logged in ServiceNow, with the 
appropriate priority, and began to investigate and perform an impact assessment. 

 
Initial triage called upon our existing knowledge and understanding of the FSA IT Estate. Key 
stakeholders (the FSA ITSM and Suppliers) were engaged to validate our initial determination of the 
corrective action required to put in place preventive measures. 

 
A common workaround for disk management is to delete trivial or obsolete data to free up disk space or 
move data to alternative storage. However, these weren’t viable options in this situation. Also, as this was 
the FSA’s main file server, accessed by all users, the risk associated to breaking integrity and related 
dependencies on the data was simply too high. 

 
We undertook further analysis to determine the root cause and the impact of provisioning more storage. 
However, adding more storage was not feasible either, therefore an alternative solution was required. 

 
CoreAzure called upon our knowledge and experience of the Azure Cloud Platform to resolve the issue 
and provide an innovative solution to the problem. We recommended the use of Azure File Sync to 
manage file shares in Azure, while retaining the flexibility, user experience and compatibility of the on- 
premises file server. Azure File Sync transformed the server into an intelligent cache of Azure file storage, 
and we configured cloud tiering to take advantage of low-cost storage options for infrequently accessed 
data, a solution we have implemented for other customers. 

 
In addition to resolving the problem, this solution provided the FSA with a self-scaling, low maintenance 
and low-cost solution for managing files until their planned migration to SharePoint Online. 

J Request management – The supplier shall work to the FSA request management process, and 
for their areas of responsibility contribute to the fulfilment, execution, monitoring, escalation and 
evaluation / closure of service requests. 
Q10 – Describe your approach to request management and how you ensure these are monitored and 
managed to achieve customer satisfaction. Please feel free to include any diagrams/process flows into 
your answer – 10% 

 
Request fulfilment will be the main and typically the most frequent touchpoint with the FSA user base and 
as such, the associated processes and controls are critically important in maintaining a high degree of 
customer satisfaction. The principles that underpin our approach to request fulfilment are as follows: 

 
• We ensure that we collect sufficient information at the first point of contact to fulfil the request 
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• We provide an early identification and notification back to the requestor if request fulfilment is not 

relevant to the user requirement. Often the user’s distinction between request fulfilment, change and 
incident management are blurred, it is important that we guide users through this process where there 
is scope for confusion. We always validate that the request will fulfil the requirement and deliver the 
user’s defined outcome and where we feel that this is not the case we go back and seek further 
clarification from the user 

• As part of the initial engagement, we always set clear and unambiguous expectations of the 
timescales and what is involved in fulfilling the requirement 

• In the context of the FSA’s multi supplier model, request fulfilment will often involve multiple third-party 
suppliers. From a user’s perspective it is important that the end-to-end request fulfilment process is 
boundaryless and supplier handshakes are not made visible to the FSA user 

• As part of request fulfilment, we gather sufficient information to inform customer satisfaction and we 
use this to continually refine and improve the request fulfilment process. These improvements are 
tracked and monitored from a Continuous Service Improvement perspective (CSIP). 

 
To achieve a measure of customer satisfaction and to ensure that request fulfilment is continually 
improved and adapted we: 

 
• Consistently apply the principles stated above 
• Request details are always logged and formally tracked within the FSA ITSM 
• That all tickets are reviewed and continually progressed, and at the very least, daily as per our own 

ticket management process to ensure SLA compliance 
• CoreAzure will report on requests raised, implemented, those outstanding alongside customer 

satisfaction trends at the Monthly Service Review meetings. If SLA’s are breached or customer 
feedback suggests that any aspect of our performance is sub-standard then CoreAzure will review, 
mitigate and if required update the internal processes to ensure that SLA’s and expected levels of 
performance are achieved and maintained 

• CoreAzure regularly review internal process performance and all staff undertake customer service 
training to ensure that the highest levels of customer satisfaction are achieved 

• We proactively seek regular feedback from customer user satisfaction surveys to supplement the 
customer satisfaction data collected as part of request fulfilment 

• We recognise that we will be operating in the context of a multi supplier model, and it is important that 
processes for collecting, collating and responding to customer satisfaction is undertaken systemically 
with the other third-party suppliers. For example, we propose that customer satisfaction processes 
incorporated into first line support build in considerations from a request fulfilment perspective. 

 
Good examples of effective request management are typically experienced across our customer-base: 

 
• At the FSA we regularly respond to requests for new and re-sizing servers 
• At the FSA we also regularly respond to requests for the creation/deployment of new platform 

resources to support ongoing portfolio projects 
• In addition to the above we also regularly respond to requests for time critical technical guidance / 

advice outside our current contracted scope but firmly within the scope of the CSM provider 
• At the UK Parole Board, we regularly respond to requests to perform maintenance tasks on servers 

and clear down Citrix user sessions 
• At the National Lottery Heritage Fund, we regularly respond to requests for configuration of PaaS 

components and the streamlining of IT service management processes using M365 
• At Versus Arthritis, we regularly respond to requests for time critical technical guidance / advice 
• At the British Council we regularly respond to requests for changes to the configuration of their cloud- 

based security products 
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For information, our request fulfilment process is illustrated below: 

 

 
 
 

K Service Asset and Configuration Management – The supplier shall work to the FSA Service 
Asset and Configuration Management process and contribute to the definition and maintenances, 
mapping of interrelationships, appropriate control and verification / audit of configuration items 
Q11 – Describe your approach to configuration management and how you would contribute to 
identification and updates of configuration items and dependencies. Please feel free to include any 
diagrams/process flows into your answer – 5% 

 
Configuration management is an important process that provides a logical model of the organisation's 
technical assets (or configuration items), by identifying, controlling, maintaining and verifying the assets / 
components and their dependencies during their service lifecycles. The associated CMDB provides a 
mechanism to structure and facilitate this and to establish the relationship to the FSA ITSM platform, 
ServiceNow. 

 
The benefits of configuration management are listed below: 

 
• Efficiency: a defined configuration process provides visibility and control with tracking 
• Cost reduction: detailed documentation of configurations prevents duplication and wasted effort 
• Faster problem resolution: the ability to instantly understand dependencies aids in Root Cause 

Analysis and Incident Resolution 
• The formalization of processes and procedures: defining and enforcing Configuration 

Management improves monitoring and auditing 
• Efficient Change Management: reduces the risk of incompatibility and improves service impact 

assessments by understanding and documenting interdependencies 
• Quicker restoration of service failures: knowing the operational state of a configuration aids 

remediation and easier restoration in the event of a service failure 
• Improved impact analysis: resulting from improved visibility and formally documented 

interdependencies across the environment 
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• Consistency: configuration management provides underlying consistency to the FSA’s IT 

environment. When a device requires service or replacement, an established configuration provides a 
baseline that can be preserved and applied to replacement devices. 

 
An important stage in setting up a CMDB is in collecting all the necessary and relevant information. In our 
experience this can be a lengthy and complex process, yet once populated the CMDB is an invaluable 
tool to support the smooth and effective running of the service management operation, particularly in the 
context of the FSA’s multi-supplier and multi-cloud environment where service hand-offs, handshakes and 
inter-dependencies are key. 

 
Once the information is collected and updated, the accuracy is maintained by strict adherence to the 
change and acceptance into service processes, and again in the context of the FSA’s service 
environment requires the commitment of not just CoreAzure but the FSA ODD teams and the 3rd party 
suppliers in upholding the integrity of the environment. 

 
Tooling can assist in the process of collecting CMDB data, nevertheless, it is our experience that this 
needs to be supplemented by manually inputting certain key platform and infrastructure component 
attributes such as dependency mappings. CoreAzure have developed a methodology to support this 
process, as understanding platform and infrastructure component dependencies is a fundamental part of 
our cloud hosting service business. We use various automated tooling such as Microsoft Movere, Block 
64 and MAP Tools to collate basic information which is then supplemented by validating service and/or 
server to workload dependency mappings to ensure a complete and accurate representation of the FSAs 
technical estate. 

 
Configuration management is also a key factor in supporting regulatory compliance and is dependent on 
CMDB data being accurate and up to date. We are mindful that compliance demonstrates adherence to 
guidelines, specifications and policies established by the FSA. Therefore, ensuring a consistent, adopted, 
configuration management mechanism is in place, allows the FSA to easily discover, control and audit 
configuration across its IT infrastructure estate, supporting governance and compliance efforts. 

 
In terms of our contribution to the identification and updates of configuration items and dependencies, the 
most immediate priority is to establish the CMDB itself as this is the mechanism that will capture any 
updates concerning configuration items and dependencies. Establishing the CMDB is a major cross- 
supplier and functional consideration, and it is important that we adopt a collaborative approach and work 
closely with the FSA ODD teams and third party suppliers in establishing the mechanisms and in gaining 
the consensus to use and maintain the integrity and relevance of this important record. 

 
Initially we would set out our plan so to construct a CMDB and seek consensus from the FSA ODD teams 
and other third-party suppliers on the objectives and the build approach; but also an update and usage 
strategy in the context of a multi-supplier framework. 

 
Initially, we propose to focus on establishing a detailed record of the application components and 
dependencies with relevant relationships in the FSA ITSM tool ServiceNow. In doing so, we will limit the 
initial scope to one or two critical apps such as FHRS and RaFB as these would in our opinion be suitable 
candidates to initiate the process of configuration management. Once the principles and processes have 
been established, we will extend the scope to include all FSA IT services and assets. For this initial area 
of focus we will reference the dependencies on infrastructure applications/components that are required 
for all applications (such as DNS, Certificate Services, Authentication and Backup). 

 
Given the significance of this work we propose to adopt a project-based approach to support the 
implementation of the CMDB. The stages of implementation are set out below: 
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• Initiation: Project kick off, communicate scope and confirm deliverables with stakeholders (including 

those responsible for providing the information during discovery) 
• Discovery: Interview application owners to establish an understanding of all application components 

and dependencies for FHRS and RaFB (including support/ownership arrangements for each 
component). We will capture and understand the business functions and processes that the 
application supports in order to determine and judge the impact of either application not being 
available. 

• Data Capture: We will formally structure the information captured during discovery stage into a 
usable and compliant format ready to be validated and then entered into ServiceNow 

• Data Validation: We will report back on the information discovered and captured to confirm our 
correct understanding, validity and accuracy 

• Data Refinement: Following data validation we will apply any corrections, prior to re-validating 
• Data Entry into ServiceNow: We will update ServiceNow with relationships between configuration 

items 
• Demonstration: We will arrange and deliver a ServiceNow-based demonstration of how the change 

process and impact assessment based on the CMDB information will operate going forward and via a 
RACI matrix, clarify on-going responsibilities 

• Project Management: We will oversee and co-ordinate the delivery being mindful of the need to 
collaborate closely with FSA colleagues and ODD teams. 

L Customer Satisfaction – The FSA will seek customer satisfaction feedback, the supplier is 
expected to contribute to drafting of surveys, act upon negative feedback or declining rates of 
satisfaction, and include initiatives to improve satisfaction levels in their CSIP 
Q12 – Describe your approach to the analysis of customer satisfaction feedback, and how you would use 
these findings to improve service quality – 5% 

 
We will take a structured and formalized approach to gathering customer satisfaction feedback and using 
the findings to improve service quality. We will draw on our experience at our National Lottery Heritage 
Account where customer satisfaction surveys are being used to measure the effectiveness of the IT- 
enablement programme and to inform service priorities accordingly. 

 
… The results demonstrate a complete turnaround in user satisfaction, particularly around Flexible 
Working, quality of equipment, trust in management and reliability of equipment. In some cases the 
results are higher than any other participating organisation within our system for 2020, which from our 
experience is quite unprecedented. (Lee Edwards – Digital Transformation Manager) 

 
We recognise that our customers’ feedback is invaluable in assessing whether we have delivered a 
service to meet all of the stated contract and service requirements. We seek customer feedback not only 
on the performance of our Managed Services but also on project completion and throughout all aspects of 
the project delivery lifecycle. Our iterative approach, looping through the development-test-feedback 
mechanisms continuously ensure that services and solutions meets user needs, enhance levels of 
performance and avoid surprises later with delays and unplanned costs if issues are identified too late in 
the process. Delivering services that are not directly based on user needs and feedback can be costly and 
need expensive corrective work later. Continuously receiving customer feedback helps us to deliver a 
solution to meet service requirements, and maintain high customer satisfaction levels. 

 
Measuring customer feedback forms part of Change Management and Benefits realisation in the context 
of Service Management, and the design of information gathering processes and feedback forms must 
always reflect the service environment within which we are operating. 



139 
RM3804 Order Form v4 - August 2019 

 

 

 
 
Following analysis of the customer satisfaction feedback, we feed details into Service Reporting 
procedures and the Continuous Improvement Plan to provide a formal method for ongoing recording and 
tracking of all identified issues. This allows data driven decision making regarding areas of focus for 
service improvement activities, and formally engages the FSA in identifying, tracking and addressing 
issues identified from the responses that we receive. In fact, all identified issues will be reviewed with 
FSA, and priorities agreed, with target dates set for completion of actions. It is important to us that we 
provide a high quality service, and our focus will be on developing a collaborative relationship so that we 
can review and evaluate our service with you in an honest and constructive manner. 

 
We will use an agile approach that will help to ensure that we are able to effectively respond to change, 
continuously improve and be open and transparent to stakeholders, and we will share the results of 
customer satisfaction data via regular service review meetings. We will update you on progress and once 
each issue has been resolved to your satisfaction, sign off will be obtained and logged. A central client 
feedback log is available for review at any time. 

 
When designing customer feedback forms, we take into consideration the following: 

 
• Surveys, or any data collection exercise should be designed with the analysis requirements in 

mind – what underlying issues are we trying to fix? 
• Questions are then designed in such a way to allow the aggregation of answers to provide statistical 

insight and ranking within thematic areas, such as service groupings, specific technologies and types 
of user 

• We always consider anticipated responses when composing questions; i.e. Is the respondent required 
to think or remember something?, Will the question make the respondent feel uncomfortable? 

• The ordering of questions is key. Ask for overall ratings first, before asking the user to comment on 
specifics – an understanding of the overall experience is key. 

• Limit the number of questions. Surveys that contain too many questions suffer from poor response 
levels. 

• Provide multiple-choice options. Remember it is a survey not a test. 
• Provide ‘free text’ options for optional comments and questions 
• Limit questions to those that are relevant and will benefit the analysis 
• Optimise timings and timescales e.g. send out soon after a service has gone live. Also use surveys 

sparingly. 
• Use unambiguous language and avoid abbreviations and jargon 
• Consider continuity and consistency of question and question themes so that trends and 

improvements can be tracked. 
 
To ensure that we use the findings to improve service levels we will; 

 
• Compile responses on a pre-planned and regular basis. Produce and present reports to Service 

Review Groups first to seek consensus on genuine underlying issues (positive and negative) and, if 
necessary, to identify actions designed to address 

• Maintain a record of key events and/or factors that could distort the results and if necessary, reflect 
this in both the analysis and recommendations 

• Areas of service or projects that display consistently poor performance should be responded to 
urgently (and in conjunction with existing governance mechanisms) 

• Ensure that the users are given visibility of the results and any actions designed to address identified 
issues. Report progress to the users as it important that users recognise and understand that 
completing the returns does make a difference 
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Feed results and improvement initiatives into the FSA’s Continuous Service Improvement Process and 
also make available to FSA and CoreAzure staff with a vested interest in the quality of service. 

M Business Continuity 
Q13 - In the event that the FSA invokes Business Continuity plans the supplier will work with the agency 
to understand how it can best support operational continuity. 

 
Please confirm that you agree to this – Yes/No Response – 1% 
Yes 
Q14 - The supplier will provide up to date Business Continuity plans for their organisation on an annual 
basis. 

 
Please confirm that you agree to this – Yes/No Response – 1% 
Yes 
Q15 - The supplier shall ensure that service is delivered to the FSA in the event of further pandemic 
lockdowns or local tier-based restrictions. 

 
Describe your approach to delivery of the required Cloud Services Lifecycle Management services in a 
pandemic lockdown scenario – 5% 

 
Prior to the pandemic, CoreAzure operated a mainly remote delivery model for Managed Services and 
delivery projects. On-site meetings and presence were limited to a minimal number of days. We had been 
operating in this mode for a number of years and, as you would expect of a specialist cloud services 
organisation, our systems and procedures had been fully adapted to suit a remote delivery model. Moving 
into lock down therefore had virtually no impact on either the operation of our services and 
consequentially the Managed and Delivery services that we currently deliver to our customers. 

 
CoreAzure can successfully deliver and support existing services remotely while also starting new ones 
such as Cloud Services Lifecycle Management including all stated requirements. The features and 
characteristics of our remote delivery model are fully aligned to the CSM and are summarised below: 

 
• Teams meeting platform is used for all forms of engagement and delivers an effective experience 

when compared to on-site meetings and workshops 
• All Lifecycle Management services can be delivered remotely 

 
Not one proposed element of CSM is dependent upon on-site delivery and, as such, we do not see or 
envisage any issues with our proposed delivery model. That said, in normal circumstances we will 
welcome an opportunity to meet face to face with the FSA ODD teams and third-party suppliers for 
service review and monitoring. 

N Service Level Agreements - The supplier will work to Service Level Agreements as specified in 
the FSA Service Level Agreement document 
Q16 – Explain how you will manage, monitor and achieve the expected performance criteria specified in 
the FSA SLA document – 5% 

 
CoreAzure will work to Service Level Agreements (SLAs) specified in the FSA SLA document. We will 
perform ticket management and prioritise work according to the assigned priority and remaining SLA time. 
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We will report on SLAs within the monthly Service Report and if SLAs are breached, we will then review, 
mitigate and if required update the internal processes to ensure that SLAs are achieved in future. 

 
CoreAzure currently perform and achieve this level of service at the FSA and several of our other 
managed accounts such as the UK Parole Board and the National Lottery Heritage fund, ensuring tickets 
are reviewed and progressed daily, within our own ticket management processes to ensure SLA 
adhesion. We report on requests raised, implemented and those outstanding at the Monthly Service 
Review. If SLAs are breached then we review, mitigate and if required update the internal processes to 
ensure that SLAs are achieved in future. 

 
The remainder of our answer describes how CoreAzure will manage, monitor and achieve the expected 
levels of performance for Incident, Request, OS, application and database management, and the 
additional KPIs in accordance with the FSA’s documented SLAs. 

 
Incident Management 
CoreAzure will carry out all Incident Management duties in accordance with the FSA’s documented 
procedures and deliver the performance levels specified by the FSA. 
CoreAzure will manage expected FSA performance criteria for incident management as follows: 
• Align our own Incident Management processes to those of the FSA 
• Within core hours we will monitor incidents on a continual basis and in respect of the stated 

prioritisation criteria. Our initial assumption is that any incident is treated as a P1 until otherwise 
identified. Once the FSA service desk have assigned a priority to the incident and CoreAzure have 
validated this classification through triage, incidents will be actioned and prioritised accordingly in 
respect of the SLA targets 

• Within non cores hours we will provide automated processes to prioritise, action and complete 
incident resolution again in respect the SLA target. For example, in non-core hours only P1 or P2 
incidents are automatically routed for action to the CoreAzure on-call out of hours engineering team 

• Potentially an alert can become an incident, therefore, for such an alert: 
o Within core hours we assume that it is a potential P1 until otherwise identified. 
o Within non-core hours, relating to critical services, the incident will be routed for triage to the 

out of hours CoreAzure on-call team, where if necessary, the resulting incident is forwarded to 
an appropriately skilled on-call out of hours engineer for resolution. 

• Host post Incident Reviews, feeding insight and remedial actions performed into the Problem 
Management process, to minimise future Incidents from occurring 

• Ensure 3rd party supplier are provided with necessary information to enable resolution of incidents 
• Provide Root Cause analysis, remediation and resolution within a defined time period, commensurate 

with the published SLAs 
 
CoreAzure will monitor the expected performance criteria for incident management as follows: 
• Incidents, alerts and regular comprehensive updates will be monitored on a continual basis throughout 

the day 
• We require the ServiceNow platform to be configured to generate ‘time to complete within SLA’ 

notifications at an agreed point prior to SLA breech, although we do not expect these notifications to 
be very common, but nevertheless are a useful failsafe 

• Monitoring outputs will feed into our monthly update on all performance levels 
• We record and provide details of mitigating circumstances where minimum service levels have not 

been achieved. 
We report on SLAs within the monthly Service Report and if SLAs are breached, we will mitigate and 
provide regular and comprehensive updates feeding into incident management processes, ensuring that 
SLAs are achieved 
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Request Management 
CoreAzure will carry out all Request Management duties in accordance with the FSA’s documented 
procedures and deliver the performance levels specified by the FSA. 

 
CoreAzure will manage expected FSA performance criteria for request management as follows: 
• Requests and associated updates will be monitored on a continual basis throughout the day 
• Align our own request management processes to those of the FSA 
• We will endeavour to gain as much advanced notice as possible prior to the receipt of any request for 

fulfilment 
• On receipt of any request, the triage process will check that sufficient information has been provided, 

in order to facilitate the fulfilment of the request. If insufficient information has been provided the SLA 
clock is not triggered 

• Following triage, we will carry out request tasks within the allocated timescales, prioritising work 
according to the assigned priority and remaining SLA time. 

 
CoreAzure will monitor expected FSA performance criteria for request management as follows: 
• Requests and associated regular comprehensive updates will be monitored on a continual basis 

throughout the day 
• We required the ServiceNow platform to be configured to generate ‘time to complete within SLA’ 

notifications at an agreed point prior to SLA breech. Although we would not expect these notifications 
to be very common, but nevertheless are a useful failsafe 

• Monitoring outputs will feed into our monthly update on all performance levels 
• We record and provide details of mitigating circumstances, where minimum service levels have not 

been achieved. 
We report on SLAs within the monthly Service Report and if SLAs are breached, we will mitigate and 
provide regular and comprehensive updates feeding into incident management processes, to ensure that 
SLAs are achieved. 
CoreAzure will monitor the performance of OS, Application and Database Management services, and will 
carry out all OS, Application and Database Management duties in accordance with the FSA’s documented 
procedures and deliver the performance levels specified. CoreAzure will: 

 
• Work with both the FSA and third-party support partners to ensure the Hosted/SaaS/Configured 

server applications on the FSA estate are maintained at N-1 (except where agreed exceptions exist), 
with deployment plans delivered within 1 month for major versions. 

• Ensure Windows OS and AD Function Levels are maintained at N-1 standard, with deployment plans 
delivered within 1 month for major versions. 

• Work with both the FSA and third-party support partners to maintain application databases at N-1 
standard (except where agreed exceptions exist), with deployment plans delivered within 1 month for 
major versions. 

 
 
We will monitor adherence to the OS, Application and Database Management SLA by: 

 
• Reviewing and monitoring the current versions of the in-scope configuration items within the CMDB 

and comparing against the latest versions available to ensure N-1 is achieved 
• Monitoring outputs that will feed into our monthly update on all reported and in-scope performance 

levels 
• Recording and providing details of mitigating circumstances where minimum service levels have not 

been achieved 
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• Reporting on SLAs within the monthly Service Report and if SLAs are breached, we will mitigate and 

provide regular and comprehensive updates feeding into incident management processes, to ensure 
that SLAs are achieved 

 
 
Additional KPIs 

 
In addition to the above processes, CoreAzure will demonstrate on a monthly basis, that we are meeting 
FSA KPIs, on the assumption that the FSA are able to provide the performance criteria for the metrics 
listed below. If the performance criteria is not available, we will provide the metric data both in a raw and 
easily digestible format (e.g. graphical) as follows: 

 
• Performance management of the FSA’s Microsoft 365 tenants, specifically reporting on: 

o health and quality, 
o compliance, 
o usage, and 
o security 

• Performance management of the FSA’s database estate, specifically reporting on: 
o health and quality, 
o compliance, 
o usage, and 
o security 

• RCA (Root Cause Analysis) within 3 working days for P1 and P2 incidents (note: we acknowledge that 
this is a KPI) 

• Failed changes or changes causing issues with reasons 
 
We will monitor our performance relative to the ‘additional KPIs’ by reviewing and monitoring on a monthly 
basis: 

 
• Current versions of the in-scope configuration items within the CMDB 
• Microsoft 365 Admin Center - Service Health 
• Microsoft 365 Admin Center – Message Center 
• Microsoft 365 Security Portal 
• Microsoft 365 Compliance Portal 
• Microsoft 365 Security & Compliance Portal 
• Microsoft 365 Admin Center – Reports, Usage 
• Azure monitor metrics (and the AWS equivalent) 
• monitoring outputs will feed into our monthly update on all performance levels 
• problem and change reports 
• We record and provide details of mitigating circumstances where minimum service levels have not 

been achieved. 
• We report on SLAs within the monthly Service Report and if SLA’s are breached, we will mitigate and 

provide regular and comprehensive updates feeding into incident management processes, to ensure 
that SLA’s are achieved. 

Section 2: Ways of Working – 15% 
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• A Collaboration - The supplier shall collaborate with the relevant FSA groups and the FSA's 

other third-party suppliers as required. This is a key principle of the disaggregated service 
delivery model and must be appear seamless to the end user 

Q17 - Describe your experience of working with a range of different suppliers and how you are able to 
integrate successfully with them – 20% 

 
As CSM partner, we recognise the specific nature of particular service collaborations including but not 
limited to: 

 
• Working with application and data teams to monitor and maintain development toolsets through 

the setting of policies, standards and controls 
• Working in partnership with application support partners to maintain and improve application 

databases and in particular, ensure that database versions are N-1 compliant 
• Maintaining continuity of AD, AAD and DNS services 
• The ongoing management and improvement of the Microsoft 365 environment, Power Platform, BI 

and Advanced Analytics capabilities; and Pro-actively identify, design and implement solutions to 
further FSA’s adoption of Microsoft Teams, SharePoint and Yammer by extending use of these 
platforms and, in particular, reducing the dependency on email for communication 

• The technical leadership and co-ordination of both the migration of applications and application 
databases from IaaS virtual servers to PaaS or SaaS solutions and the continual improvement of 
such solutions thereafter 

• Working with the FSA to further embed the use of, in particular, Azure tools for Data Science and 
Analytics and support the development of pipelines and activity groups in Azure Data Factory 

• Working with inhouse teams and developers to standardise development platforms and reduce the 
volume of bespoke elements in the cloud environment 

• Working with other support partners to continually improve the technical infrastructure across all 
Service Groups 

 
With so many interactions and service dependencies, adopting a OneTeam philosophy is key to the 
success of the overall IT Governance architecture. As the successful bidder for the Cloud Infrastructure 
Management, CoreAzure is ideally positioned to leverage further the potential of our collaboration 
approach. We also note the close service relationships between Cloud Infrastructure Management and 
Cloud Services Lifecycle Management and this relationship and the associated close working synergy 
affords significant benefits to the FSA and the efficacy of their chosen Service Operating Model. 

 
In the past we have demonstrated our ability to work collaboratively in the context of the FSA’s multi- 
supplier model; but success has also been characterised through our work in support of other key service 
management accounts where the success of the client’s IT service management operations is dependent 
upon multi-supplier service collaboration. Similarly, the successful delivery of 20+ enterprise scale cloud 
migration projects within both public and private sector organisations is fundamentally dependent on our 
ability to work productively with application vendors and in-house FSA ODD equivalent teams. 

 
We recognise that working in the context of cross-supplier project teams involves a number of challenges 
that go beyond the normal management and monitoring of service delivery. We have demonstrated an 
ability to work as part of a successful cross-supplier teams on all of our key managed service accounts, 
such as the Food Standards Agency, the UK Parole Board, De La Rue and the National College of High 
Speed rail. 

 
At these accounts, we provide a range of hybrid cloud services through our central IT service 
management team and tooling so that all service incidents are visible through a ‘single pane of glass’ to 
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our partners, suppliers and customers alike. We also provide management information to monitor service 
level performance (and SLAs) to measure the performance of third-party suppliers and service vendors. 
To underpin these activities and in line with the FSA collaboration charter, we have implemented the 
following techniques and processes to achieve a successful cross-supplier model: 

 
• developed 3rd party RACI matrices to clarify and define all vendor and cross-supplier responsibilities 
• introduced a healthy and honest culture of challenge to drive understanding and continuous 

improvement 
• encouraged 3rd party suppliers use the same IT service management tool so that progress is 

recorded centrally, and that monthly service management metrics are produced to support routine 
service management reviews 

• shared our technical expertise and experience; not just in cloud hosting but a wider understanding and 
appreciation of the other technical pillars 

• demonstrated a commitment to understanding and establishing joint working initiatives and/or 
improvements 

• fostering and supporting communications across suppliers utilising available technologies such as 
Teams; as well as frequent supplier bulletins and associated updates 

• defining and agreeing a range of performance metrics that will contribute to our combined success as 
a cross-supplier community 

• leveraging our special Microsoft relationship to support the needs of the wider cross-supplier 
community, ultimately benefitting all customers 

 
The approach and service delivery rigor set out above is particularly valuable in the context of a multi- 
supplier services model. Within these environments, the challenges are characterised by the need for 
clear responsibilities, communications and the commitment to joint responses to both services challenges 
and opportunities; notwithstanding the need for clear technical leadership and direction setting – the 
hosting platform forms an integral part of your IT service delivery pillars. It is the foundation on which all 
cloud services are built. 

 
Our aim is to establish a sense of partnership across your supplier community that makes the boundaries 
between supplier services appear seamless and to formally incorporate into our service reporting of cloud 
infrastructure hosting services. 
Our approach to successfully engaging and integrating with the FSA’s third-party suppliers will be 
characterised by: 

 
• adopting the principles and approaches identified above 
• incorporating cross-supplier working into business as usual and everything we do 
• formally building cross-supplier liaison and events into team and individual work schedules 
• reporting progress at the Continuous Service Improvement Board (CSIP) 
• routinely facilitating cross-supplier review meetings (and cycling agendas) 

Q18 - Describe your approach to complex or major incident management in a disaggregated service 
delivery model – 20% 

 
As CSM partner CoreAzure recognises the importance of representing the FSA in developing 
opportunities as well as resolving incidents within the context of a complex multi-supplier model for 
example, just a few of the complex inter-dependencies where the CSM partner operates are listed below: 
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• Working with application and data teams to monitor and maintain development toolsets through 

the setting of policies, standards and controls 
• Working in partnership with application support partners to maintain and improve application 

databases and in particular, ensure that database versions are N-1 compliant 
• Maintaining continuity of AD, AAD and DNS services 
• The ongoing management and improvement of the Microsoft 365 environment, Power Platform, BI 

and Advanced Analytics capabilities; and Pro-actively identify, design and implement solutions to 
further FSA’s adoption of Microsoft Teams, SharePoint and Yammer by extending use of these 
platforms and, in particular, reducing the dependency on email for communication 

• The technical leadership and co-ordination of both the migration of applications and application 
databases from IaaS virtual servers to PaaS or SaaS solutions and the continual improvement of 
such solutions thereafter 

• Working with the FSA to further embed the use of, in particular, Azure tools for Data Science and 
Analytics and support the development of pipelines and activity groups in Azure Data Factory 

• Working with inhouse teams and developers to standardise development platforms and reduce the 
volume of bespoke elements in the cloud environment 

• Working with other support partners to continually improve the technical infrastructure across all 
Service Groups 

 
With so many interactions and service dependencies, adopting a OneTeam philosophy is key to the 
success of the overall FSA IT Governance architecture. This web of inter-dependency also highlights the 
importance of the role that the CSM partner plays in support of resolving incidents where the point of 
accountability or origin of an incident is not always clear and apparent. 

 
As CSM partner it is paramount that in these circumstances we assume the ownership of these incidents 
until a Root Cause Analysis has pin-pointed the responsible party or parties. CoreAzure will focus on 
achieving a quick and efficient resolution of incidents within this context and work alongside the FSA ODD 
teams to achieve this. 

 
Our Incident and Major Incident Management processes, along with all other Service Management 
processes, are aligned with ITIL best practices and also those of the FSA. The majority of incidents and 
major incidents are initiated through our event management and formal alerting processes. Note: we treat 
all security related incidents as a minimum of a P2. We do this currently at the FSA and a number or our 
other managed accounts such as the UK Parole Board and the National Lottery Heritage Fund, by setting 
alerts on the Microsoft Azure platform to detect sudden changes e.g. outages or degradation of services. 
We set, monitor and maintain alert tolerances that have been pre-configured to automatically report on 
service affecting issues. 

 
In order to achieve this, we utilise the monitoring, reporting and alerting features of the cloud platforms 
such as: 

 
• The setup of automated alerts 
• The configuration of dashboards 
• Scripted automation of infrastructure service validation e.g. proof of daily backup execution 
• The generation of automated and manual reports – as standard 

 
These features are supported and complemented by a robust set of standard operating procedures and 
work instructions. 
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Event Monitoring is configured and forms a crucial element in ensuring service availability, by monitoring 
and alerting on occurrences/ observations that have significance to the delivery of IT Infrastructure or 
services. Our objectives are to: 

 
• Monitor CI’s and services constantly and provide operational information about the infrastructure. 
• Provide an early proactive mechanism for early detection of incidents. 

 
When these alerts are triggered, an incident is automatically logged in the FSA’s ITSM, ServiceNow and 
assigned to CoreAzure. 

 
Following the logging of the event, Event Monitoring (see below) will proactively raise a ticket within 
ServiceNow. 

 
 
 
 
 
 
 
 
 
 
The CoreAzure service desk will evaluate and impact assess. Before any action is taken, we will quickly 
gather all relevant and available information, including but not limited to: 

 
• The criticality of the system affected, and the FSA business areas impacted – and if necessary, this 

will trigger the escalation process (see below) 
• Key stakeholders (e.g. application and data owners) 
• Technical SMEs 
• System dependencies (e.g. points of integration) 

 
If, following evaluation and impact assessment, the incident has been categorised as an Incident, it is 
resolved in line with the FSA Incident Management Flow and Process (see below). If possible, we take 
preventative action before it becomes service and end-user affecting, or that the situation worsens e.g. a 
serious security event has occurred. If required, we will proactively engage third party suppliers and the 
FSA to ensure an efficient resolution is implemented. 

 
Incident Management Process 

 
If, following evaluation and impact assessment, the incident has been categorised as a Major Incident, it 
is escalated in line with our standard process (see below).: 
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The Major Incident is then tracked and monitored in ServiceNow and in accordance with the FSA major 
incident management procedures, as included in the ITT supporting documentation. 

 
Escalation Process 
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Performance Reporting and Management 

 
In the context of incident and major incident management we will report the incidents in accordance with 
the reporting processes e.g. Monthly Service Management review. 

 
From a continuous service improvement perspective, it is also important that we report on the 
performance of incident and major incident management. For example: 

 
• First time fix performance (and trends) 
• Performance and resolution against SLA 
• Incident to Major Incident ratios 
• Repeat cases 
• Technical Improvement opportunities e.g. automation, platform utilisation, applicability of new and 

emergent and innovative technologies e.g. AI and Machine Learning 
Process Improvement opportunities e.g. process streamlining, adjustment of control mechanisms, 
improvements to governance and new reporting requirements. 

B Testing - The supplier will be expected to participate in appropriate testing for any services that 
is within their responsibility. 
Q19 - Describe your approach to testing for new services related to Cloud Service Lifecycle Management 
that you use and / or support– 15% 

 
As CSM partner, we will be responsible for a range new services related to Cloud LifeCycle Management. 
We will often be operating in differing capacities; sometimes as advisor and at other times with specific 
delivery responsibilities. We also recognise that the CSM has a key role in supporting the FSA ODD 
teams in the implementation of solutions that can often include multi-supplier delivery teams. In this 
complex development and implementation model, it is vital that the approach to testing is both structured, 
suitably flexible and with sufficient scope to accommodate a wide range of requirements. Given the remit 
of the CSM, it is important that the testing approach is aligned to a System Testing based methodology as 
this type of approach is characterised by testing of end to end capability. 

 
Whether we are testing new services or the build of new infrastructure as code, or custom software, IaaS 
to SaaS/PaaS configurations or M365 developments, we apply the same basic techniques. For example, 
using different environments, having dedicated test resources, having documented test strategies and 
plans including test cases. Testing is usually a mixture of automated unit and integration tests, 
PowerShell or Shell scripts and manual test cases and test runs. This enables us to strike a balance 
between effort, level of automation, test coverage and confidence. 
Our testing services are aligned to ISO 29119 and therefore are proportionate to the value of the services 
we provide. Our testing strategies are based upon the principle of re-use and our templates are tailored to 
specific needs and are commensurate with HMG standards. 

 
System Testing 

 
Our approach to System Testing will focus on the end-to-end testing of the services that we use or 
support from the perspective of the user experience, with respect to all functional and non-functional 
requirements. Testing is completed from a number of different scenarios to reflect end-user experience, 
this level of testing will take into consideration user personas, a range of device types and network 
bandwidth / access scenarios. 
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The outline characteristics of our system testing approach include: 

 
• Requirements and acceptance criteria will be signed off in the context of formal governance (signed 

by named individuals representing both FSA and CoreAzure) and baselined prior to system testing 
activities 

• System testing activities will be planned with the context of our testing methodology and quality 
framework 

• Test cases will again be agreed with the FSA prior to testing. System testing is reliant upon scenario 
testing that tests and evaluates over-arching system capabilities and user experience 

• The results of system testing will be reported (again in the context of project governance) and where 
necessary, remediated in line with the baselined requirements and acceptance criteria 

• Our team will work closely with the FSA, technical and testing teams as well as other relevant 
suppliers. Although it is expected that the FSA will lead on UAT, it is important that the details of 
testing activities and plans are shared across both our organisations and relevant suppliers. 

 
Our approach to the governance of testing is aligned to the ISO 29119 standard, however we will also 
ensure that the approach is fully commensurate with the relevant FSA standards. 
Our testing approach is driven by the alignment of testing activities with stated business goals and 
solution requirements (as defined by the Functional and Non-functional requirements). We will work to 
formally incorporate any iterative change into the testing strategies, to ensure that nothing is released into 
‘live’ that has not undergone formal testing and appropriate levels of authorization, unless otherwise 
agreed with the FSA. Our testing is not just about reducing risk, it is also about increasing control. By 
aligning the testing and business objectives both can be achieved. 
We will complete all testing activities in collaboration with the FSA and where necessary its partners and 
other suppliers. Testing activities will include (but not be limited to): 
• defining test phases 
• defining test scripts 
• defining test environments 
• defining test tooling 
• executing test phases 
• creating Test Reports; and 
• performing remedial actions where necessary 

 
When documenting the Test Approach, CoreAzure will agree with the FSA a set of Test Artefacts, 
including but not limited to the Test Strategy, Plans and Policies. These will be issued to the FSA for 
review and approval during the initial phase of any project and/or change. 
All testing shall comply with the aforementioned artefacts; however, the FSA Test standards and 
documentation will always take precedence in the event of conflicts with our proposed Test Policies. 

 
Test Strategy, Principles and Standards 

 
CoreAzure’s approach to testing adopts a risk-based approach. Risk-based testing is widely adopted as a 
best-practice approach to test management as it allows testing to be prioritised and focused on the most 
important features, and the quality attributes of each system under test and it is therefore proportionate to 
the value of the services delivered. 
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Based upon our experience, 
ISO 29119 can be applied to 
any solution development 
lifecycle and by aligning our 
testing processes to this 
internationally recognised 
standard will, we believe, 
provide the FSA with a quality 
assured and rigorous testing 
approach and underpinning 
philosophy. The above 
diagram is derived from the 
ISO standard, and it illustrates 
the relationship and 
dependencies between the 
principal test processes. 

Our testing strategy is also based upon the principle of re-use. Templates are derived from our test 
manual and cover the full testing life cycle and spectrum for our proposed solution. Each template can be 
tailored both to suit specific needs and to be fully commensurate with FSA testing standards. They are 
also fully aligned to defined testing processes and in line with the ISO 29119-2 standard. Our templates 
are thematically grouped according to the following categories: 
• Organisational Test Process Documentation 
• Test Management Process Documentation 
• Dynamic Test Process Documentation 
In certain circumstances we will use a Defect Tracking Tool and test management suite to assist in the 
monitoring and control of the following test processes and exceptions. Regardless of the specific tools 
and systems we use, our approach will always be commensurate with the ISO 29119 standard. 
• Define Scenarios 
• Define Test Use Cases 
• Map Test Cases to Requirements 
• Write Test Cases 
• Defect (Remediation) Management 
• Test Execution 
• Test Results 
• Test Automation 
• Performance 

 
• 

C ITIL Principles - ITIL principles must be followed 
Q20 - Describe how you ensure your staff have an appropriate understanding of ITIL principles – 1% 

 
The appropriate application of ITIL principles underpins the delivery of our Managed Services model. It is 
important that all our staff that currently work on and that will continue to work with the FSA, are 
appropriately trained and understand the underlying ITIL principles. We achieve this by: 

 
• Requiring all staff to be trained in ITIL v4 and be certified with an ITIL v4 Foundation qualification. This 

is a requirement for successfully passing the staff probationary period. 



152 
RM3804 Order Form v4 - August 2019 

 

 

 
• ITIL knowledge is refreshed and kept up to date through regular training and by focussing on an 

annual review with a Personal Performance Development objective, which is designed to track the 
individuals learning on an on-going basis. 

• We work to industry best practice. ITIL processes are pragmatic and proportionate to the service 
requirements, including but not limited to incident management, change and release management, 
SLAs, monthly reports and service reviews 

• ITIL is embedded into our Quality Management Systems. It fundamentally supports the delivery of all 
our Managed Service accounts and service obligations. 

 
• 

Q21 - Describe how you will ensure your staff members adopt and understand FSA's policies and 
procedures – 14% 

 
We recognise the importance of making our staff both aware of and being able to demonstrate an 
understanding of the FSA’s policies and procedures. It is an important obligation that we will fully support. 
Our approach covers how we will on-board new members of staff but also how we maintain the current 
staff’s understanding and awareness of the account requirements and onboarding details. 

 
Any new staff member working on the FSA account will undergo a formal on-boarding process which 
focusses on how we work with the FSA and how the FSA requires us to work with them. The on-boarding 
process includes: 

 
• An introduction to the key account stakeholders 
• Ensuring that the individual team member understands the scope and purpose of the service and that 

they clearly understand their role and responsibility in delivering the service 
• For the areas that the individual will be working in, either service or project, that the individual has 

sufficient knowledge, documentation and understanding to provide the required level of support and to 
meet our service and contractual obligations 

• Details of how to escalate service issues and how to seek support within CoreAzure 
• Providing details of the customer’s policies, procedures and compliance requirements, including but 

not limited to; 
o ITIL and Service Management standards 
o Information Security (Information Standards) 
o Project governance and reporting 
o Acceptable use 
o Supplier Access 

 
Other characteristics of our approach to ensuring that our staff members adopt and understand the FSA’s 
policies and procedures will include a commitment to: 

 
• Ensuring that we update the onboarding requirements in the customer information pack and at 6 

monthly intervals we will seek updates from the FSA; and we suggest that the FSA assumes an 
obligation to make us aware of any changes to policies, procedures and standards. In the main, we 
would not expect to wait 6 months as we expect us to be aware of important changes on a more 
regular basis. The 6 monthly review point however is an opportunity to complete a full policy 
reconciliation exercise 

• Ensuring that any CoreAzure staff members working on the FSA account will be required to undertake 
an on-boarding customer information pack refresher. Both for new starters and for annual refresh we 
will conduct a test based on a questions and answer sample focused on key requirements and 
obligations and in particular areas of change, such as updates to information security procedures. As 
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CSM partner and recognizing the key role in facilitating and supporting cross project/supplier 
collaboration we will offer to act as policy co-ordinator e.g. the tests and procedures used to assess 
our staff’s understanding and awareness of the FSA’s policies and procedures will be made available 
to both current and future FSA third party suppliers including associates and contractors. We will of 
course seek to work collaboratively with the FSA in both drawing up these tests as well as the 
dissemination of updates – it is important that the FSA is able to inform and influence the areas of 
focus and how the questions are framed. We will make the results of staff awareness (new and 
existing) available, and this will include this as a standard item at an annual service review cycle. 

E Resource - It is the suppliers responsibility to identify and supply key personnel across the 
service offering (including projects) to maintain service levels and availability of escalation points. 
Q22 – Explain how you plan to resource this service offering, detailing key personnel and escalation 
routes– 20% 

 
 
CoreAzure will provide skilled resources across all levels to provide services and support to the FSA 
throughout the duration of the CSM service offering. 

 
CoreAzure will resource this service offering by drawing upon the skills and experience of our Managed 
Service and Technical Delivery team consisting of management, architects, engineers, consultants and 
SME’s who will be available to support our proposed service offerings and commitments in line with the 
stated requirements, including baseline service commitments and the inclusion of projects, when 
requirements are identified. 

 
We have detailed below the breakdown of task-based resource allocations for baseline and ‘improvement 
and change allocations’. This view is designed to demonstrate how we have established our commercial 
model. Please bear in mind within each category the actual allocations are flexible. 

 
 
Breakdown by Activity 
Baseline 19.48 

 

CSIP 1.00 
Incident Management 0.54 
Inclusive Response Activities 5.10 
Request Management 0.14 
Security Management 2.00 
Environment Administration and Support 
(M365) 2.44 
Client Meetings (Weekly Problem) 0.54 
Client Meetings (Weekly CAB) 0.54 
Client Meetings (Peer Review / Tech 
CAB) 0.81 
Environment Administration and Support 
(Exchange) 0.50 
Meeting Prep and Attendance 
(Compliance Report) 1.63 
Meeting Prep and Attendance (Customer 
Satisfaction Reviews) 1.00 



154 
RM3804 Order Form v4 - August 2019 

 

 

 
Meeting Prep and Attendance (Service 
Reviews) 1.25 
Meeting Prep and Attendance (Security 
Reviews) 0.88 
Meeting Prep and Attendance (Infra / 
M365) 0.75 
Client Meetings (All Supplier) 0.38 
Improvement and Change Allocation 17.79 
AIS 0.27 
End of Life Management 0.75 
Incident Management 0.27 
Knowledge Management 0.60 
Monitoring Management 1.88 
Senior Tech Involvement 0.75 
Shift-left' Effort 1.38 
Tech Leadership 5.88 
Environment Administration and Support 
(M365) 3.35 
Environment Administration and Support 
(AD / Azure AD) 1.90 
Environment Administration and Support 
(DNS) 0.27 
Meeting Prep and Attendance (Tech 
Roadmap Reviews) 0.50 

 
 

Breakdown by Resource 
  Baseline 19.48  
Delivery Engineer 6.52 
Head of Managed Services 1.50 
Service Delivery Manager 1.75 
Service Desk Analyst 2.74 
Service Desk Team Leader 5.85 
Solutions Architect 1.13 
Improvement and Change 

  Allocation 17.79  
Delivery Engineer 5.13 
Head of Managed Services 0.63 
Service Delivery Manager 0.44 
Service Desk Analyst 2.85 
Service Desk Team Leader 1.81 
Solutions Architect 6.94 

 
 
Primarily, the engagement and service will be led by our Managed Service Division led by Jon Burley. His 
dedicated team will provide a single point of contact for the FSA into CoreAzure as they not only have the 
skills and experience to co-ordinate and deliver the requirement but also have key knowledge of the FSA 
technical landscape, personnel across the FSA ODD teams, service requirements and third-party supplier 
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relationships The Managed Service team will ensure the provision of service levels, service support and 
continuous service improvement in line with the requirements set out in the ITT. 

 
The Managed Service team have access to the CoreAzure delivery team to supplement our service 
capability in line with our internal standard for meeting customer service and project requests where input 
is required from our wider staff and skills pool, including Methods as our parent group company. 

 
CoreAzure will allocate a Technical Lead within the Delivery team to understand the existing FSA 
technical landscape and the nature of the service requirement. The technical lead will support all aspects 
of the service scope from a technical assurance perspective. Anthony Mason will operate in this capacity, 
but we would expect Anthony to draw upon individual technical SMEs as appropriate to the requirement. 

 
When a requirement for a more technical SME or additional delivery resource is identified and required 
outside of the Managed Service provision, this will be managed via our Resource Request process. This 
process will identify the project and/or additional requirements, capturing technical scope, timescales, the 
number of additional resources and skillsets A Work Package or Change Request would then be agreed 
with the FSA, with the appropriate resources then allocated to fulfil the requirements as agreed in the 
statement of work. 

 
When a project has been agreed a Project Manager will be allocated to oversee the governance of the 
project in conjunction with our Managed Service team and will report via the agreed governance 
arrangements. 

 
The team will consist of but not be limited to: 

 
• Managed Services Team 
• Managed Services Team Lead 
• Head of Service Delivery 
• Head of Managed Services 
• Project Manager 
• Technical Lead 
• Architect 
• SMEs across various technologies 
• Delivery Director 
• Account Manager 
• Managing Director 

 
Escalations for the account will be via the agreed escalation process, as outlined below: 

 
• An escalation will initially be reported into the Head of Service Delivery (Michael Elms) 
• If the escalation is relating to the conduct of any point of contact in the escalation process the initial 

report would be one level up 
• If the matter cannot be dealt with by the first point of escalation the incident will be progressed as 

follows; 
o 
o The Head of Managed Services (Jon Burley) 
o The Senior Account Manager (Tony Dawson) 
o Managing Director (Mark Briggs) 

• The detail of any escalation, and its resolution (if known) will be reported via email to the FSA Head of 
IT 
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Escalations within a delivery project would be via the agreed escalation process, as outlined below: 

 
• An escalation will initially be reported to the project technical lead 
• If the escalation is relating to the conduct of any point of contact in the escalation process the initial 

report would be one level up 
• If the matter cannot be dealt with by the first point of escalation the incident is progressed as follows; 

o The Project Technical Lead (TBC) 
o The Project Manager (TBC) 
o The CoreAzure Delivery Director (Dominyk Maggs) 
o The Senior Account Manager (Tony Dawson) 
o Managing Director (Mark Briggs) 

• The detail of any project escalation, and its resolution (if known) will be reported via email to the 
relevant FSA project owner and FSA Head of IT 

 
All escalations and mitigating actions will be logged and reviewed regularly to identify any areas of service 
improvement needed. 

 
As with our Cloud Infrastructure Management proposition, CoreAzure intend to draw upon the strengths of 
our relationship to our parent group Methods and in particular our sister company Methods Analytics who 
will be supporting the following key aspects of our service proposition with industry accredited advanced 
analytics and data services capabilities (Microsoft Gold Analytics Partner): 

 
• Provide a DBA service in support of SQL Server and Postgres databases, hosted in a combination of 

Azure Virtual Servers, Managed Instances and DBaaS. Proactively monitor performance, respond to 
and fix anomalous patterns and service outages and undertake Root Cause Analysis 

• Work in partnership with application support partners to maintain and improve application databases 
and in particular, ensure that database versions are N-1 compliant 

• Maintain a Data Set Catalogue and ensure that the content of FSA databases and data stores is 
managed efficiently and cost-effectively, without compromising service 

• Work with the FSA and our support partners to manage datasets and data stores based on the FSA’s 
data management policies including the archiving and removal of legacy databases and data stores 

• Maintain and improve existing ELT/ETL. working with the FSA Application and Data teams to develop, 
document and maintain APIs 

• Support Azure Databricks and Data Factory solutions and provide expert advice to the FSA Data 
Science team to embed the Azure toolsets as the default way of working 

• Provide technical support for FSA’s development and use of the Microsoft Power Platform, including 
PowerBI, Power Apps and Power Automate. This will include working alongside business users to 
build PowerBI Repositories, Dashboards and data integration 

• Maintain and manage the development toolsets, including GitHub, Azure DevOps and R Studio to 
ensure consistent standards of process and information management are followed by internal and 
external developers and that applications and services are correctly tagged in Azure and referenced in 
the CMDB 

• Work with FSA to further embed the use of, in particular, Azure tools for Data Science and Analytics 
and support the development of pipelines and activity groups in Azure Data Factory. 

• It is anticipated that FSA will make greater use of Machine Learning tools and will look to CoreAzure 
to work with both infrastructure and development teams to ensure that cloud services are AI enabled 
or AI ready. 
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CoreAzure and Methods have considerable experience and strength in depth for providing a range of 
specialist delivery and consultancy services. For the last twenty-five years Methods and more recently 
Methods and CoreAzure have principally supported the UK public sector and have led the way in terms of 
Digital innovation and transformation. CoreAzure and Methods regularly work as one team to deliver an 
impressive cross section of specialist services; but notably in the context of this response, Methods brings 
specialist Advanced Data Service and Analytics, AWS and Google support services and the ability to 
scale, at pace, the full range of support services included within our ITT response. 

F Compatibility - The supplier shall ensure that any services and applications for their areas of 
responsibility are consistent with FSA technology stack and can be used by FSA IT staff, resolver 
groups, other suppliers and end users where appropriate 
Q23 - Describe how you will ensure the services you provide are consistent with FSA technology stack 
and Evergreen principles – 10% 

 
We will ensure that the services we provide are consistent with FSA technology stack and Evergreen 
principles by applying a range of compliance controls that are designed to track and measure our 
performance and to form the basis of reporting via the monthly service review and CSIP (Continuous 
Service Improvement Plan) meetings. The proposed compliance controls (see below) are designed to be 
measurable and tangible. 

 
CoreAzure’s collective awareness (CC1): All of our team need to be acutely aware of the FSA’s 
technology stack and Evergreen principles. We will incorporate this into the staff on-boarding induction 
process onto the account. This understanding and awareness needs to be maintained over the course of 
the contract and be able to accommodate the inevitable changes and new FSA service priorities. 

 
Technical Design Compliance (CC2): In our technical design documentation (High Level Designs, Low 
Level Designs and Configuration documentation etc.) we will always demonstrate a clear link to the 
Technology Roadmap (Technology Stack) and EverGreen guiding principles, highlighting in particular 
where there are any proposed exceptions and, in these circumstances, any associated recommendations 
together with supporting rationale. It is important that in these circumstances that the FSA ODD teams 
and if necessary third-party suppliers are engaged in determining how to deal with exceptions. 

 
Technical Design Authority (CC3): We will work with the FSA ODD Teams to ensure that the 
mechanisms and processes are in place to assess the alignment of any proposed technology solutions to 
the EverGreen Roadmap and/or Guiding principles. This may result in the establishment of a joint TDA 
function or equivalent that formally assesses new requests and designs against a set of pre-agreed 
architectural principles. The main advantage of these mechanisms is that they provide an opportunity to 
assess the strategic (Guiding Principles) and technology fit (Evergreen Roadmap) early on in the 
development lifecycle. Based on our experience, the amount of initial effort in establishing these 
mechanisms is relatively high – however once the processes have matured the amount of effort reduces 
on the basis of the process being exception-based. 

 
Service Management Reporting (CC4): We will use the existing routine reporting cycles to highlight 
issues and/or exceptions to the Technology Roadmap and Evergreen Principles and if required, seek 
necessary approvals to proceed or intervene to affect a design change – but always accompanied with a 
reasoned recommendation and supporting rationale developed in conjunction with the FSA ODD teams 
and third party suppliers. 

 
Quarterly Technology Reviews and Horizon Scanning (CC5): Recognises the requirement to work 
with the FSA ODD teams and third-party suppliers, and to provide pro-active expertise, to identify 
opportunities for roadmap development and enhancement resulting from business change and industry 
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innovations in order to maintain the suitability of the Technology Stack and Guiding Principles and to stay 
aligned to changes in the technology landscape. 

 
 
The compliance mechanism. 

 
To ensure that we track and measure conformance to the FSA’s technology stack and Evergreen 
principles we are proposing the following the compliance framework. Each guiding principle is supported 
by a summary statement of how that principle will be maintained, together with the compliance control that 
will be monitored as part of CSIP to measure the degree of compliance. 

 Guiding Principles taken from What this means in practice Compliance Control – 
the IT Evergreen Technology and what we will do to ensure designed to ensure that we 
Roadmap that the services we provide are maintaining the alignment 

are consistent with FSA 
technology stack and 
Evergreen principles 

 

 The needs of the users, Solutions that avoid commercial • Service Management 
gathered through continuous and/or technology cul-de-sacs.  Reporting (CC4) 
engagement with users Flexibility of supply is key and 
to identify emerging business where there are such restrictions • Quarterly Technology 
needs, performance or feature that we work proactively with the  Reviews and Horizon 
deficiencies FSA ODD teams and other third  Scanning (CC5) 
within the existing services, and party suppliers to resolve. 
the implications of technology 
obsolescence As CSM we would continually 
(Because User needs are strive to maintain an acute 
unlikely to be aligned with the understanding of business 
contract cycle, the drivers and requirements and 
technology elements will be use these to formally assess 
procured in such a way that their technology decisions and the 
scope can be alignment to the Technology 
amended to accommodate the Roadmap. 
needs identified above) 

 
Sustainability, with minimal We will seek to utilise SaaS and • Technical Design 
consumption in our data centres PaaS options to modernise the  Compliance (CC2) 
to minimise largely IaaS-based estate 
carbon footprint • Technical Design 

Designing applications in the Authority (CC3) 
most efficient manner to 
minimise the amount of 
processing required regardless 
of hosting platform 
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 Location and hardware Agnostic cloud provisioning – • CoreAzure’s collective 

neutrality, future proofing service using CCOE (Cloud Centre of  awareness (CC1) 
for changes in ways Excellence) principles to select 
of working and the location of the most appropriate hosting • Technical Design 
FSA staff. environments and cloud  Compliance (CC2) 

solutions. 
• Technical Design 

Seek to containerise workload to Authority (CC3) 
make cloud hosting 
environments irrelevant and to 
allow future portability. 

Maximising the value of existing Understand what capability • CoreAzure’s collective 
technology investment through exists in order to support re-use  awareness (CC1) 
re-use and and re-purposing 
repurposing • Technical Design 

Authority (CC3) 
 

• Quarterly Technology 
Reviews and Horizon 
Scanning (CC5) 

 
 
Rationalisation and Solutions that avoid commercial • CoreAzure’s collective 
simplification, minimising and/or technology cul-de-sacs.  awareness (CC1) 
complexity and avoiding supplier Flexibility of supply is key and 
lock in where there are such restrictions • Technical Design 

that we work proactively with  Authority (CC3) 
FSA ODD teams and other third 
party suppliers to resolve these. • Service Management 

Reporting (CC4) 
As CSM we would continually 
strive to maintain an acute • Quarterly Technology 
understanding of business  Reviews and Horizon 
drivers and requirements and Scanning (CC5) 
use these to formally assess 
technology decisions and the 
alignment to the Technology 
Roadmap. 

 
Understand what capability 
exists in order to support re-use 
and re-purposing 
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Automation, improving people’s As CSM we would continually • CoreAzure’s collective 
work by giving them more time strive to maintain an acute  awareness (CC1) 
to focus on the high value understanding of business 
activities and ensure the right drivers and requirements and • Service Management 
things happen as a matter of use these to formally assess  Reporting (CC4) 
course technology decisions and the 

alignment to the Technology • Quarterly Technology 
Roadmap.  Reviews and Horizon 

Scanning (CC5) 
Prioritise automation candidates 
that deliver the most significant 
benefits. 

 
 

Taking Cloud Beyond the Data We will seek to utilise SaaS and • Technical Design 
Centre – Use SaaS and PaaS PaaS options to modernise the  Compliance (CC2) 
solutions wherever possible and largely IaaS-based estate. 
virtual servers only when it is not  • Technical Design 

Designing applications in the  Authority (CC3) 
most efficient manner to 
minimise the amount of 
processing required regardless 
of hosting platform. 

Built in flexibility and scalability Solutions that avoid commercial • Service Management 
to be able to respond to and/or technology cul-de-sacs.  Reporting (CC4) 
changes in the Flexibility of supply is key and 
volume of usage or users. where there are such restrictions • Quarterly Technology 

that we work proactively with Reviews and Horizon 
FSA ODD teams and other third Scanning (CC5) 
party suppliers to resolve these 

 
As CSM we would continually 
stive to maintain an acute 
understanding of business 
drivers and requirements and 
use these to formally assess 
technology decisions and the 
alignment to the Technology 
Roadmap 

 
 
Each regular update or change to in-scope services will be impact assessed, along with its alignment to 
the FSA roadmap and associated principles. CoreAzure will carry out these assessments and 
communicate the results to the relevant FSA stakeholder and/or third-party supplier representatives. We 
treat each update or change on a case-by-case basis determining the most appropriate course of action 
where necessary and identifying modifications to both the solution and the approach to ensure that they 
remain in-line with the FSA principles, and the FSA Technology Roadmap. 

Section 3: Project Management – 5% 
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A Project process - The supplier will provide flexibility in project process and deliver using either 
an agile or waterfall technique depending on the type of project. 
Q24 – Please confirm that you agree to this - Yes/No response – 50% 

 
Yes 

B Project Services - The Supplier will provide Project management services for delivery of 
transformation, ongoing development and implementations across suppliers. 
Q25 – Please confirm that you are able to provide this - Yes/No response – 50% 

 
Yes 

Section 4: Security Management – Personnel Security – 10% 
A Personnel Security: 
Requirement 1 - All Supplier Personnel will be subject to a pre-employment check before they participate 
in the provision and or management of this Service. Such pre-employment checks must include the HMG 
Baseline Personnel Security Standard including verification of the individual's identity; verification of the 
individual's nationality and immigration status; and, verification of the individual's employment history; 
verification of the individual's criminal record. 

 
Requirement 2 - The Supplier will work with FSA to determine if any roles that require additional vetting 
and a specific national security vetting clearance. Roles which are likely to require additional vetting 
include system administrators whose role would provide those individuals with privileged access to IT 
systems. 

 
Q26 – The Supplier shall not permit Supplier Personnel who fail the security checks required by the first 
two requirements (above) to be involved in the management and/or provision of the Services except 
where the FSA has expressly agreed in writing to the involvement of the named individual in the 
management and/or provision of the Services. 
Please confirm you agree to this - Yes/No response – 40% 

 
Yes 

Q27 - The Supplier shall ensure that Supplier Personnel are only granted such access to FSA Data as is 
necessary to enable the Supplier Personnel to perform their role and to fulfil their responsibilities. 

 
Please confirm you agree to this - Yes/No response – 30% 

 
Yes 

Q28 – The Supplier will ensure that any Supplier Personnel who no longer require access to the FSA 
Data (e.g. they cease to be employed by the Supplier or any of its Sub-contractors), have their rights to 
access the FSA Data revoked within 1 Working Day. 

 
Please confirm you agree to this – Yes/No response – 30% 
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Yes 

Section 5: Security Management - Compliance – 15% 
A Compliance 
Q29 - The Supplier will provide reports/data on the records of access to the System/Service to the FSA on 
request. 

 
Please confirm you agree to this – Yes/No response – 10% 

 
Yes 

Q30 - The Supplier will comply with the FSA access policy for access to FSA Systems/Services 
 
Please confirm you agree to this – Yes/No response – 10% 

 
Yes 

Q31 – The supplier will implement self-service password reset. 
 
Please confirm you agree to this – Yes/No response – 10% 

 
Yes 

Q32 – The FSA receives a monthly threat surface report and the supplier will undertake to resolve any 
vulnerabilities and issues this identifies in the service for which they are responsible. 

 
Please confirm you agree to this – Yes/No response – 15% 

 
 
Yes 

Q33 - The retention periods for audit records and event logs will be agreed with the FSA and 
documented. 

 
Please confirm you agree to this – Yes/No response – 15% 

 
Yes 

B The Supplier will ensure the service complies with the FSA principle to use Multi- Factor 
Authentication 
Q34 - Can you describe how you would deliver a zero trust approach to Office365 which includes Multi 
Factor Authentication and conditional access polices to ensure to users are authenticated and presented 
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with a MFA challenge when this falls outside permitted routes. Can you please provide an example case 
study – 10% 

 
We have structured our answer into the following three sections: 

 
• What is Zero Trust and our high-level implementation philosophy 
• How we would deliver a Zero Trust approach to Office 365 and MS Azure which includes MFA and 

CAP to ensure users are authenticated and presented with an MFA challenge when this falls outside 
permitted routes 

• A Zero Trust case study. 
 
Zero trust and our high level implementation philosophy: 

 
Deploying and conforming to Zero Trust principles has become more prominent in the past year as a 
result of the Coronavirus pandemic and increased organisation dependence on remote working, but this is 
not a new concept. The key tenets of Zero Trust architectures are a strong identity system, user and 
machine authentication, compliance with information security and other policies, ensuring devices are 
healthy (and therefore not open to threats) and authorization and access controls. Essentially Zero Trust 
states that every connection is untrusted until it has been verified. This is in contrast to the ‘trust inside but 
don’t trust outside’ approach that has been widely used within organisations. 

 
With the Azure platform and related products such as Microsoft 365, the Microsoft platform is well placed 
to enable a Zero Trust architecture with Azure Active Directory at the centre acting as the pivotal 
component. Microsoft’s own guidance is based around three core principles: 1) least privilege, 2) verify 
explicitly and 3) assume breach. For each of these principles Microsoft provides a set of guidelines and 
activities that are designed to establish Azure AD as the foundation of a Zero Trust approach. These 
principles form the basis of our approach to implementing Zero Trust architectures. 

 
Microsoft’s guidance identifies 6 foundational elements of zero trust: 1) identities, 2) devices, 3) 
applications, 4) data, 5) infrastructure and 6) networks. 

 
The following diagram shows these in context: 
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As an example of meeting the first two of these elements, Azure AD offers the following features which 
support a Zero Trust architecture: 

 
• Identities - Conditional Access 
• Identities - Privileged Identity Management 
• Identities - Multi-Factor Authentication 
• Identities - Azure AD Password Protection 
• Identities - Azure Identity Protection 
• Identities - Defender Advanced Thread Protection 
• Devices - Azure AD Hybrid Join or Azure AD Join 
• Devices - Microsoft Intune 

 
CoreAzure has experience in both deploying and operationally managing all of these AAD features, many 
within the FSA itself. However, deploying Zero Trust is more than leveraging the latest technologies. 
Therefore, in working with the FSA on a Zero Trust deployment, CoreAzure would work with the FSA 
ODD teams to understand objectives and requirements before proposing solution designs covering 
systems, processes and security controls which fully met the requirements. It is important that 
deliverables for such a piece of work would typically include guidance documentation; new governance 
tools (for example a cloud control framework) as well as refinements to working practices and controls 
which ultimately support the Zero Trust security posture. 

 
How we would deliver a Zero Trust approach to Office 365 and MS Azure: 
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CoreAzure’s approach to securing a cloud based M365 and Azure solution begins by supporting the FSA 
in undertaking a risk assessment (as part of the solution design) and formulating an appropriate Zero 
Trust security architecture that takes into consideration budgetary constraints and associated risk appetite 
using native Microsoft 365 capabilities through Microsoft Enterprise Mobility and Security (EMS) as well 
as Microsoft Azure based platforms and toolsets to provide centralised best in class security and 
management capabilities. 

 
Azure Sentinel is the Microsoft cloud native Security Incident and Event Management (SIEM) and 
Security Orchestration, Automation and Response (SOAR) system using Microsoft Machine Leaning (ML) 
designed to reduce security alerts into manageable numbers of actionable incidents. All Microsoft and 
third-party security toolsets can be integrated into Azure Sentinel, providing a centralised live threat 
telemetry viewpoint which gives CoreAzure engineers and the FSA security teams to action and respond 
to security incidents and risks before service interruption or data theft takes place. 

 
Our guidance concentrates on implementing the concept of least privilege, implementing a baseline 
configuration, hardening network and operating systems and ensuring compliance through consistent and 
active monitoring and alerting. At the same time, processes relating to deployment and management 
(Business As Usual) should be simplified to include the ability to remotely manage, reset and redeploy 
devices without the need to collect, rebuild and reissue devices. 

 
Our approach to a secure cloud based EUC configuration aims to minimise the attack surface, improve 
audit and compliance visibility and to reduce risk, complexity and costs for the FSA. The approach is 
designed to; 

 
• Protect the integrity of the FSA identity platform 
• Prevent the introduction of unauthorised applications/software or malicious code 
• limit the ability for the unauthorised export of data onto peripheral devices or removable media 
• Mandate a ‘never trust, always verify’ approach to least privileged access to services and applications 

from inside or outside the FSA network 
• Improve the efficiency, accuracy and management of patching and update services. 

 
Gaining visibility into the endpoints accessing FSA corporate resources is the first step in our 
recommended Zero Trust device strategy. We typically see that customers are proactive in protecting 
corporate on-premises devices (PCs/Laptops connected to the corporate network) from vulnerabilities and 
attacks, while mobile devices (personal or corporate) can often go unmonitored and without adequate 
levels of control and protection. To limit risk exposure, we would enable monitoring of every endpoints to 
ensure it has a trusted identity, and that security policies are applied and the risk level for threats such as 
malware or data exfiltration has been measured, quantified, remediated, or deemed acceptable. For 
example, if a personal device has been compromised, it must be possible to block access to ensure that 
corporate applications are not exposed to known vulnerabilities or malicious activity. 

 
On an on-going basis CoreAzure will ensure that the ‘as is’ reflects ‘as designed’ and will monitor the 
effective use of the platform, for example that security incidents are being actioned and that we support 
the FSA in moving towards a Zero Trust architecture aligned to NCSC cloud security principles. 

 
Zero Trust Case Study: 

 
Our case study is focused the implementation of a Zero Trust model for the British Council. CoreAzure 
was appointed on a 2+2 year contract to devise and implement a programme of improvements designed 
to address a range of known and unknown security vulnerabilities and hence to improve their 
SecureScore. 
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CoreAzure designed and implemented a Zero Trust model for MS Azure and Office 365 aligned to both 
Microsoft and NCSC principles to ensure every access request is strongly authenticated and authorised 
within policy constraints and inspected for anomalies before granting access. 

 
Working with the principle of least privilege, we reviewed and developed the British Council’s Conditional 
Access Policies to include a set of active and fallback policies to provide a comprehensive suite of access 
policy enforcement. We led and undertook a number of workshops designed to ensure that we brought 
only the identities they absolutely needed into Azure AD so that it could act as the policy decision point to 
enforce their access policies based on insights on the user, endpoint, target resource, and environment 
etc. We developed and implemented a suite of Azure AD Conditional Access policies to analyse signals 
such as user, device, and location to automate decisions and enforce organisational access policies for 
resources. We tailored Microsoft standard conditional policies that ensured a basic level of security to 
include the need for greater flexibility than the security defaults offered and customised the security 
defaults to provide a greater level of granularity to meet the British Council’s requirements. 

 
The authentication and authorisation workshop at the start of the engagement considered multiple 
signals, such as device health, device location and user identity and status, and evaluated the risk 
associated with the access requests to inform the MFA requirement. It was important for the British 
Council that strong authentication did not hinder the usability of a service, so we developed a risk-based 
approach which considered how to mitigate the higher impact caused by the additional authentication 
factors i.e. where the confidence level of the user was considered to be sufficiently high, additional factors 
were avoided. 

 
Due to the covid pandemic, it became an increasingly complicated scenario with employees connecting 
from organisation-owned, personally owned devices and off the corporate network using smart phones, 
tablets and laptops etc. In this scenario, the security of user accounts became more important than ever 
and Azure AD Multi-Factor Authentication (MFA) helped safeguard access to data and applications by 
providing an additional layer of security using a second form of authentication. 
The deployment of Azure AD Multi-Factor Authentication with enforcing policies with Conditional Access 
enabled certain criteria to be met such as: 
• All users, a specific user, member of a group, or assigned role 
• Specific cloud application being accessed 
• Device platform 
• State of device 
• Network location or geo-located IP address 
• Client applications 
• Sign-in risk (Requires Identity Protection) 
• Compliant device 
• Hybrid Azure AD joined device 
• Approved client application. 

 
With the addition of Azure AD Identity Protection we further developed a registration policy to enable 
automated risk detection and remediation policies for Azure AD Multi-Factor Authentication Policies to 
force password changes when there is a threat of compromised identity or that MFA is required when a 
sign-in is deemed risky according to the following criteria: 

 
• Leaked credentials 
• Sign-ins from anonymous IP addresses 
• Impossible travel to atypical locations 
• Sign-ins from unfamiliar locations 
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• Sign-ins from infected devices 
• Sign-ins from IP addresses with suspicious activities. 
Some of the risk detections flagged by Azure Active Directory Identity Protection occur in near real time 
and some require off-line processing which required a change in operational behaviour to decide whether 
the British Council blocked users who exhibit risky behaviours and remediate manually, requiring a 
password change, or multi-factor authentication as part of their Conditional Access policies. The decision 
was made to use the Microsoft Authenticator application, rather than Windows Hello for Business and 
FIDO2 security keys. The British Council user views the notification and selects Approve to complete 
verification. Push notifications via the mobile app provided the least intrusive option for their end-users. As 
they were the most reliable and secure option because they use a data connection rather than telephony. 

C The Supplier will produce monthly reports which document the compliance of the service and 
work together with the FSA at the inception of the contract to establish any additional audit and 
monitoring requirements. 
Q35 - How would you present monitoring data to show compliance and trend analysis which can be 
readily shared to the FSA Board and business community – 30% 

 
Effective monitoring of compliance is achieved through a sound understanding of platform data and 
associated compliance metrics. Trending this information over time is something that CoreAzure have 
considerable experience of at the FSA account, along with proven presentational reports that are 
frequently well received by board members across a number of our Managed Service accounts. With one 
senior executive stating that he had shared it with the CEO and others “as an example of how we [their 
organisation] want to move forwards”. 

 
We understand the importance of understanding the technical landscape in this regard, digesting the 
wealth of monitoring data and trend analysis available and turning these into meaningful high-level 
insights to support decision making and prioritization at a senior level. 

 
Similar to our existing monthly reporting format, which is been praised by the FSA as a means of 
providing details which respond to their specific information requirements, this is very much in in line with 
our current approach. 

 
As part of our monthly reporting cycle, we have on a number of occasions, at the request of customers, 
provided a focused subset of monitoring information to be shared with a number of Board level groups 
including organizational Audit and Risk Committees. 

 
We propose a variety of techniques to present monitoring data in an appropriate format which is relevant 
to a particular stakeholder group / audience within the FSA and will be designed to maximise the FSA 
ODD teams insights from the information. The examples we propose will include but not be limited to; 

 
• Ad-hoc reports: for example, for specific cost analysis by an FSA business unit 
• Regular reporting cycles: see Example Monitoring details of M365 Security Posture, Azure Activity 

and M365 Usage (Ref: FSA October 2020 Monthly Service Review Report) 
• Online dashboards: for example, M365 utilisation and security scores 
• Face to face presentations: for example, trend analysis for service utilisation e.g. utilisation from the 

perspective of a continual service improvement theme 
• Read, review and assess; for example, data supplied in advance of a review meeting and 

subsequently followed up with a session designed to check progress and to resolve any outstanding 
questions / issues. 
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The following examples focus on the use of the regular reporting cycles and demonstrate how we have 
worked with the FSA to present monitoring data showing compliance and trend analysis. These reports 
currently form part of the current CoreAzure monthly service review meeting structure and it is our 
intention to present and modify these in accordance with the changing nature of the FSA CSM and CIM 
requirements. As previously stated, these reports can be shared with the FSA Board, third-party suppliers 
and business / service stakeholder representatives. 

 
Example Monitoring details of M365 Security Posture, Azure Activity and M365 Usage (Ref: FSA October 
2020 Monthly Service Review Report) 

 
 

Example Monitoring of sample security posture and trend reports provided by CoreAzure for a different 
account (note: the details have been redacted to protect the data source) 
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Section 6: Security Management - Vulnerabilities and Patching – 8% 
A Vulnerabilities and Patching: The Supplier shall deploy security patches for vulnerabilities in the 
service within: 3 days after the release for High vulnerabilities, 14 days after release for Medium 
and 30 days for low. 
Q36 - The FSA and the Supplier acknowledge that from time to time vulnerabilities in the Supplier 
System/Service will be discovered which unless mitigated will present an unacceptable risk to the FSA 
Data. 

 
Please confirm you accept this – Yes/No response – 10% 

 
Yes 

Q37 - The timescales for applying patches to vulnerabilities shall be extended if the FSA agrees a 
different maximum period after a case-by-case consultation with the Supplier which could be; 
if the Supplier can demonstrate that a vulnerability is not exploitable within the context of the Services. 

 
Pease confirm you agree to this - Yes/No response – 15% 

 
 
Yes 

Q38 - The timescales for applying patches to vulnerabilities shall be extended if the FSA agrees a 
different maximum period after a case-by-case consultation with the Supplier which could be; 
If the application of a ‘Medium' or ‘High’ security patch adversely affects the Supplier’s ability to deliver the 
Services in which case the Supplier shall be granted an extension on approval from the FSA. 

 
Pease confirm you agree to this - Yes/No response – 15% 

 
Yes 

Q39 - The Supplier will provide documented evidence to demonstrate the provisions for major version 
upgrades of the service, and is responsible to ensure the Service is always in mainstream support and 
complies with FSA patching policy of n-1 unless otherwise agreed by the FSA in writing. 
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Pease confirm you agree to this - Yes/No response – 10% 

 
Yes 

Q40 - The Supplier will regularly test for the presence of known vulnerabilities and common configuration 
errors 

 
Pease confirm you agree to this - Yes/No response – 10% 

 
Yes 

B The Supplier shall adhere to the FSA patching policy, ensuring that all software and firmware is 
patched to a minimum of N-1 and there is a regular patching schedule in place with agreed 
maintenance windows 
Q41 - Describe your approach to patch management and how you might implement this to ensure 
patching requirements are met in accordance with FSA policy? – 40% 

 
Our patching approach is fundamentally commensurate with the FSA’s patching principles and scope of 
responsibility as set out in the FSA Patching Policy document (see below) and is designed to be platform 
agnostic so that it can operate within the context of a multi-vendor estate: 

 
• FSA IT will maintain and update a CMDB of the FSA IT infrastructure current state which includes the 

name of applications, the vendor details and the current version details so that at any time a report 
can be produced of the current state of patching. 

• Versioning patches to be no older than n-1 
• Patching will follow the Government Cyber Security Standard to ensure the FSA infrastructure is not 

vulnerable to common cyber-attacks and that operating systems and software packages are patched 
regularly, and as an absolute minimum in vendor support 

• Patching will aim to ensure that the FSA IT infrastructures is kept current for timely annual 
accreditation to the PSN Code of Conduct to guard against the Health Check assessment generating 
a remedial action plan of patches to be applied to the applications on the gold laptop build. 

• The FSA and all Business System Owners commit to making routine patching maintenance windows 
available for suppliers to carry out patching. 

• Security patches required because of an incident or major vulnerability will be handled as emergency 
changes via the ECAB process 

• The FSA gives delegated authority to our IT suppliers to take independent proportionate measures, 
when necessary, in the event of a major security incident to install patches without going through the 
full procedure 

• For applications within FSA IT control Business System Owners are not responsible for monitoring 
and initiating patches and updates. 

• Where applications are externally hosted and not within the control of FSA IT the responsibility for 
monitoring and initiating routine patching via the change process lies with the Business System 
Owner. As part of the assurance process copies of the patching policy and process will be requested. 
In the event of a major cyber vulnerability the FSA Security Team may ask each external hosted 
provider to account for what action they have taken 

• All patch processes will build in roll back procedures 
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In a multivendor estate Azure automation update management is fully capable of managing the 
deployment of patches regardless of which vendor is hosting the services. It uses Azure as the hub, which 
is commensurate with the FSA’s technology roadmap, and allows us to manage other vendor 
technologies from within the Azure platform and therefore all of our patching procedures are relevant and 
applicable across the FSA’s multi-vendor estate. 

 
Patch management is an essential activity that spans the FSA’s entire infrastructure and is a key element 
of our Managed Service proposition and in our delivery of Managed Services to the FSA over recent 
years. We have always appreciated the need to collaborate and work with both the FSA teams and 
suppliers to ensure that all software and firmware is patched to a minimum of N-1 and that there is a 
regular patching schedule in place with agreed maintenance windows. 

 
In so doing, we have created a Patch Management approach which adheres to the FSA patching policy 
and within the context of a multi-vendor estate. We proactively monitor and manage patching and have 
established regular maintenance windows to support patching to the level of the estate as per to the 
agreed FSA standard and SLA. 

 
In responding to this question, we have made the following assumptions: 

 
• the N-1 requirement applies to both server OS versions as well as Cumulative Updates and Linux 

Package Updates 
• applications and workloads will operate on an N-1 platform 
• the FSA maintains an active RedHat Enterprise Linux subscription to enable the patching of RHEL 

servers 
• the installation and application of patches with be undertaken by the relevant FSA support provider 

and in the context of CSM we will focus on reporting on the patching compliance of the estate 
 
Our Approach to Patching 

 
Patching is and will continue to be based on a monthly cycle, linked to a patching cycle based on the 
second Tuesday of every month. At this point, patches are released by Microsoft and other vendors and 
after 2 days all relevant patches are applied to the test environment. 
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After the patches have been applied to the test environment, there is a period of 4 days available for FSA 
testing to occur, after which if no issues are raised then CoreAzure and/or the relevant support partner(s) 
will approve the patching to update the live environment. If servers require reboots and therefore 
downtime, this is carried out in scheduled maintenance windows. 

 
Patch auditing forms part of regular checks and both performance and activity is reported via monthly 
service review meetings and supporting reports. In the case of a patch failing, it should be logged as an 
incident and tracked through to successful resolution. Again, these results are incorporated into the 
monthly service reports. In the case of an applied patch adversely affecting the service, again we would 
expect these to be logged and managed as live incidents. The resolution of the incident could be to 
remove the patch, if necessary, roll-back and restore from backup and establish a problem record. 

 
The principles outlined above will also be applied to non-Microsoft hosting platforms. Our approach will 
focus on developing capabilities in line with the FSA technology roadmap, including; 

 
• All servers regardless of hosting platform would report back into Azure 
• Our approach of using Azure as the patching hub gives the FSA ODD teams, third-party suppliers and 

ourselves with access to a ‘single lens’ view of patching performance and compliance across the 
multi-vendor estate 

• We will look to exploit new Azure platform capabilities such as Azure Arc, which in the context of 
patching simplifies governance and management by delivering a consistent multi-cloud and on- 
premises management platform. Azure Arc would allow us to manage the entire FSA environment, 
with a single pane of glass, including non-Azure, on-premises, or other-cloud resources into Azure 
Resource Manager. 

 
There are occasionally requirements to apply emergency patching, for example in the case of identifying a 
security vulnerability. In these situations, the responsible party would manage both the application of the 
patch, testing and deployment via the incident process, notifying the FSA in accordance with change 
control and major incident management. 

 
Currently the FSA’s patching deployment is managed and controlled via Azure Automation Update 
Management. This was recently implemented in line with the FSA’s technology roadmap, exploiting the 
native capabilities of the Azure platform. We will also be assessing the potential of Azure Automanage 
capability to further streamline, automate and strengthen the overall patching approach. Currently Azure 
Automanage is in preview. Again, this reflects a broader move towards exploiting PaaS capabilities. 

 
CoreAzure’s approach to patch management starts with an assessment of key inputs, including: 

 
• Reliability of asset and configuration data – maintained in the ServiceNow CMDB 
• Identification of systems categorised by risk and criticality – business critical systems and solutions 

that are exposed to the internet or untrusted networks (i.e. DMZ servers), systems that are logged into 
by users other than trusted administrators 

• System dependencies – systems that are dependent whereby changes to one system may impact 
another 

• Centralised logging – ensure log data is being collected from the various infrastructure, systems and 
applications to ensure it is retained for a minimum period and ensuring you can cross-reference 
logging data between various systems 

• Availability, Capacity and performance monitoring data – assisting with the review and analysis of 
both expected and unexpected impacts of patch deployment on the FSA’s IT environment 
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Following assessment, our Patch Management implementation is executed, identifying all: 

 
• Tasks 
• Order of operations 
• Baseline and post-update testing or benchmarking 
• Necessary tooling 
• Rollback and decision points 
• Outages and business impact assessments 
• Change management 
• Roles and responsibilities 
• Risk management 
• Communications plans 
• Progress reporting 
• Scope and cost management 

 
We regularly review posture and stay up to date on the latest updates to minimise risk and ensure 
deployed infrastructure and software is maintained within vendor support and in accordance to FSA 
policy. This ensures that firmware and security fixes are made available when identified. Assessing the 
level of risk and interoperability of the hardware and/or software allows us to accurately evaluate the 
decision whether to deploy a patch, retain an earlier version (at a minimum N-1) or implement an 
alternative solution. 

 
Our patching approach is illustrated below: 

 

 
 
How we will implement this patching approach: 

 
CoreAzure will: 

 
• Maintain the FSA’s CMDB. The CMDB will need to include: 

 
o The current software version and patch level of each in scope configuration item 
o The software and patching lifecycle release data e.g. a schedule of anticipated and historic 

software and patch availability 
o The business criticality, risk of compromise and its inter-dependencies 

 
• Utilise the FSA’s CMDB to prioritise the application of patches, but also to validate that the estate 

complies with the N-1 policy 
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• Utilise Azure Automation Update Management to report on the deployment of patches across the 

Windows and Linux estate 
Configure alerts to identify both successful and unsuccessful patch deployments. Note: an unsuccessful 
patch deployment will be managed as an incident, whereas an alert indicating a successful deployment 
will result in the CMDB being automatically updated 

Section 7: Security – Certification – 1% 
A The Supplier is certified to ISO/EC 27001:2013 by a UKAS approved certification body or 
included in the scope of an existing certification of compliance of ISO/IEC 27--1:2013 
Q42 - Pease confirm - Yes/No response – 100% 

 
 
Yes 

Section 8: Security Testing: IT Health Check – 1% 
A The Supplier will co-operate with the FSA annual IT Health Check and project specific tests by a 
CHECK IT supplier and be responsible for implementing any actions assigned to them in the 
resulting remedial action plan 
Q43 - Pease confirm you agree to this - Yes/No response – 100% 

 
 
Yes 

Section 9: Security – Assurance – 3% 
A Assurance 
Q44 - The Supplier will provide copies of their data protection security patching, protective monitoring, 
access and security policies to the FSA. 

 
Pease confirm you agree to this - Yes/No response – 10% 

 
Yes 

Q45 - The Supplier will work with the FSA to complete a Personal Data Processing Statement as part of 
the contract 

 
Pease confirm you agree to this - Yes/No response – 20% 

 
Yes 

Q46 - The Supplier will work with the FSA to mitigate any risks assigned to them in the Privacy Impact 
Assessment if applicable. 

 
Pease confirm you agree to this - Yes/No response – 10% 
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Yes 

Q47 - The Supplier will notify the FSA immediately if they identify a new risk to the components or 
architecture of the system/service that could impact the security of FSA data, a change in threat profile or 
proposed change of site 

 
Pease confirm you agree to this - Yes/No response – 20% 

 
Yes 

B The Supplier will implement the records management policies of the FSA into M365 
Q48- Can you please describe how you would configure M365 to meet the FSA's retention schedules – 
40% 

 
Retention policies are part of the standard configuration and functionality of the M365 platform. However, 
the design and the more advanced configuration will reflect the often-unique requirements of the 
organisation. 

 
Within M365 there are three main service collections to consider and configure when implementing the 
FSA’s retention policies and these are: 

 
• Retention Policies for Teams 
• Retention Policies for Yammer 
• Retention Policies for all other services, including; 

o Exchange: Email and public folders 
o SharePoint: Sites 
o OneDrive: Accounts 
o M365 groups 
o Skype for Business 

 
The above service collections are all configured using the tools within the M365 Compliance Center. 
When configuring the new policies, we will select to the "Choose locations to apply the policy” and based 
on Microsoft and CoreAzure best practice we would always recommend that for each main service a new 
policy is created which aligns to specific and agreed data retention requirements. It is possible to modify 
existing and create new policies on an as and when required basis. 

 
An important aspect of meeting the FSA’s retention schedule requirements is ensuring that along with the 
retention capabilities of the M365 platform being appropriately configured, a suitable backup solution must 
be in place to protect the data. In order to configure a suitable backup capability CoreAzure will: 

 
• Complete a comprehensive review to identify gaps in existing provision 
• Propose and implement solutions to address any gaps in provision 

 
For example, at the National Lottery Heritage Fund we implemented the following to ensure that M365 
data was adequately protected: 

 
• Implemented a M365 backup strategy utilising the native retention controls for short term protection 

along with a third-party solution for long term retention and multi-cloud storage redundancy. 
• Provided an M365 backup service which utilised AWS for the cloud storage of daily backups. 
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• Provided a comprehensive Service Recovery Guide giving step-by-step instructions on granular 

file/database/virtual machine restores, DR failover and BCDR testing processes. 
• Guided the IT team in developing a regular BCDR testing approach using Azure Backup and Azure 

Site Recovery. 
• Identified single points of failure within the infrastructure estate. Remediated by moving services to 

PaaS where possible. For example, reducing reliance on infrastructure-based VPN connections by 
publishing applications via the Azure AD App Proxy. 

• Fostered a zero-infrastructure strategy for NLHF sites, allowing users to seamlessly work from 
anywhere when offices were not available due to the Covid-19 pandemic. 

• Utilised the combined capabilities of Azure Security Center and Microsoft Defender ATP to monitor 
the fund's security stance while providing post-breach detection and investigation. 

 
 
Mail Retention Policies and Litigation Hold; 

 
With the large default storage capability of Exchange Online we are often asked to ensure that the 
proliferation of mailbox centric data bloat is prevented by encouraging users to utilise corporately 
available information, data, tools and ways of working; thereby encouraging the movement of corporate 
data, which is important and needs to be saved/shared/sourced, within Teams or SharePoint (or other 
corporate data store) environments. To encourage the adoption, we will work with the FSA ODD teams 
and stakeholders to apply the following techniques and technologies, which are often used alongside 
training and policy awareness initiatives; 

 
• Modify the default retention tags linked to the Default MRM Policy 
• Set the above to 1 Default 365 days, delete or move to Archive 
• Create and encourage the use of Personal Tags for short retention period or personal folder use 
• Enable Litigation Hold for selected mailboxes to conform the FOI/regulator requirement for data 

retention so it is eDiscovery searchable 

Section 10: Security – Compliance Audits – 2% 
A Compliance Audits 
Q49 - The Supplier will support compliance with security assurance audit activity carried out by FSA 
against these requirements see link https://www.gov.uk/government/publications/government-supplier- 
assurance-framework. 

 
Pease confirm you agree to this - Yes/No response – 100% 

 
 
Yes 

http://www.gov.uk/government/publications/government-supplier-
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  Commercial ITT Response  
 

     TENDER      FS430634 – Cloud Service Management 
      

Section 1: On-boarding Cost – 10% 

A To demonstrate that the supplier has a full understanding of any potential onboarding 
costs. 
Q1 – Please provide a breakdown of onboarding costs that your organisation anticipates – 100% 
Please complete the On-boarding Commercial Template. 

Completed 

Section 2: Initial Fixed Monthly Costs – 70% 
A To ensure that FSA have a full understanding of potential costs, this supplier must provide 
an initial fixed month cost. 
Q2 - Using the metrics supplied, you are required to provide your initial monthly fixed price costs - 
100% 
Please complete the Initial Fixed Monthly Cost Commercial Template. 

completed 

Section 3: Flexible Charging – Decrease – 4% 
        A It is a core goal of FSA to continuously optimise all services and therefore the supplier must be able to quickly react to decreases in 

services. 

        Q3 - How you would adjust the fixed monthly cost following a reduction in the number of applications across the tenancy (in particular 
in SharePoint or Power Platform) and what are the thresholds for triggering cost reductions.– 100% 

 

 

Our proposed CSM service is comprised of a range of service functions which will be impacted in 
different ways by a change to the number and type of applications across the tenancy. As such it is 
difficult for us to quantify any proposed charging alterations without first understanding more 
about the basis of the change. For example, the impact of the change may have on both planned and 
ad-hoc support. 

 
Not having more details about the proposed nature of the change in application numbers means 
that it is not possible to provide an estimate of the % of services potentially impacted. We do 
however accept the principle, that a change in the number of applications could impact the 
CoreAzure service price and therefore, we will commit to considering changes in pricing that 
reflect the alterations in the number of applications. Whilst it is not possible to contain at this stage 
a workable financial model, we have demonstrated how this process may work by proposing the 
following principles by which we would operate any price reduction; 
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• Our price decrease mechanisms would potentially apply to both a change in the number of 

applications themselves but also the service metrics that are directly or indirectly impacted by 
this change, for example, the change in reported incidents or the amount of ‘improvement and 
change allocation’. In fact, we would suggest that the actual thresholds for altering the fixed 
monthly costs are; 

 
o Changes to the number of reported spam /phishing incidents where our current pricing 

is based upon the anticipated volume of 175 incidents per annum 
o Changes to the number of reported email incidents where our current pricing is based 

upon the anticipated volume of 40 incidents per annum 
o Changes to the number of reported security incidents where our current pricing is based 

upon the anticipated volume of 40 incidents per annum 
o Changes to the number of reported outlook incidents where our current pricing is based 

upon the anticipated volume of 50 incidents per annum 
o Changes to the number of reported Conditional Access incidents where our current 

pricing is based upon the anticipated volume of 12 incidents per annum 
o Changes in the demand on the ‘improvement and change allocation’ 

 
• At any time in the delivery of the contract, the FSA can initiate a change control which identifies 

an actual or proposed alteration to the number of supported applications within the tenancy, 
requesting that CoreAzure assess the impact of the change on the suggested (but not limited to) 
thresholds. We will respond to that change request within two weeks of receipt 

• CoreAzure will commit to making an any algorithms applied to price reductions visible and to 
provide transparency of the resource calculations 

• The change is subject to mutual agreement 
• Any contract charge variation will be re-assessed and altered on a quarterly basis. 

Section 4: Flexible Charging – Increase – 6% 
A It is a core goal of FSA to continuously optimise all services and therefore the supplier 
must be able to quickly react to increases in services 
Q4 - How you would adjust the fixed monthly cost following an increase in the number of 
applications across the tenancy (in particular in SharePoint or Power Platform) and what are the 
thresholds for triggering a cost increase – 100% 

 
Our proposed CSM service is comprised of a range of service functions which will be impacted in 
different ways by a change to the number and type of applications across the tenancy. As such it is 
difficult for us to quantify any proposed charging alterations without first understanding more 
about the basis of the change. For example, the impact of the change may have on both planned and 
ad-hoc support. 

 
Not having more details about the proposed nature of the change in application numbers means 
that it is not possible to provide an estimate of the % of services potentially impacted. We do 
however accept the principle, that a change in the number of applications could impact the 
CoreAzure service price and therefore, we will commit to considering changes in pricing that 
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reflect the alterations in the number of applications. Whilst it is not possible to contain at this stage 
a workable financial model, we have demonstrated how this process may work by proposing the 
following principles by which we would operate any price increase; 

 
• Our price increase mechanisms would potentially apply to both a change in the number of 

applications themselves but also the service metrics that are directly or indirectly impacted by 
this change, for example, the change in reported incidents or the amount of ‘improvement and 
change allocation’. In fact, we would suggest that the actual thresholds for altering the fixed 
monthly costs are; 

 
o Changes to the number of reported spam /phishing incidents where our current pricing 

is based upon the anticipated volume of 175 incidents per annum 
o Changes to the number of reported email incidents where our current pricing is based 

upon the anticipated volume of 40 incidents per annum 
o Changes to the number of reported security incidents where our current pricing is based 

upon the anticipated volume of 40 incidents per annum 
o Changes to the number of reported outlook incidents where our current pricing is based 

upon the anticipated volume of 50 incidents per annum 
o Changes to the number of reported Conditional Access incidents where our current 

pricing is based upon the anticipated volume of 12 incidents per annum 
o Changes in the demand on the ‘improvement and change allocation’ 

• At any time in the delivery of the contract, the FSA can initiate a change control which identifies 
an actual or proposed alteration to the number of supported applications within the tenancy, 
requesting that CoreAzure assess the impact of the change on the suggested (but not limited to) 
thresholds. We will respond to that change request within two weeks of receipt 

• CoreAzure will commit to making an any algorithms applied to price reductions visible and to 
provide transparency of the resource calculations 

• The change is subject to mutual agreement 
• Any contract charge variation will be re-assessed and altered on a quarterly basis. 

Section 5: Change Management – 4% 
A In some cases FSA may want to perform a change to the contract to reflect changes in 
technology innovation. This is part of FSA's core principle of Evergreen. 
Q5 - Can you explain how your organisation will be able to meet this requirement and if there are 
any thresholds to such a change. Include how instigating a change to contract will affect charges 
including the use of minimum annual charges – 100% 

 
We will meet this requirement by accommodating your change into what we deliver within the 
contract under change control. There is no area of the service that would not apply to, and we do 
not anticipate any thresholds to such a change. 
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In instigating a change, we will consider the full impact on pricing and we do not see the need to 
include a minimum annual charge within the contract. 

Section 6: Project Activity – 6% 
B FSA are keen to understand the suppliers definition of a Business As Usual verses project 
activity. 
Q6 - Can you supply your definition and any threshold between Business As Usual and project 
activity – 100% 

 
Differentiating between projects and business as usual (BAU) responsibilities is a key and ongoing 
consideration for both our standard project delivery and service management models. It is 
important to clarify the differences, although from time to time we would expect that the 
interpretation may also require a joint FSA / CoreAzure assessment. 
We have organised Business as Usual service responsibilities into three different categories as 
some contain what we believe to be potentially open-ended commitments and as such it is 
important that we differentiate between them and subsequently treat them in different ways from 
a resourcing, change and charging perspective. 
 
BAU activities are; 

 
• otherwise referred to as baseline or capped services. From the services scope included within 

the ITT we have indicated below which of these are baseline and which are capped activities 
e.g. that they either relate to the base service charge (baseline) or that they will be resourced 
from a fixed ‘improvement and change’ allocation within the monthly cost where the service 
requirement either includes an ‘open ended’ supplier commitment or that potentially a new 
project requirement may be needed (capped) 

• some baseline services may also have a project element or an inferred open-ended 
commitment. For these services we have included assumptions within the Commercial 
Requirements Response Form to assist in a joint understanding of the differences between the 
baseline and the capped service element) 

 
From the ITT services scope, Baseline services include: 

 
• Work with Application Support and Development Partners to ensure that best practice is 

followed, hosted service capabilities are utilised and re-used and that bespoke solutioning is 
minimised. 

• Proactively manage the scope of the Operational and Transformation Requirements to balance 
peaks and troughs of FTE activity and prevent additional costs and resource bottlenecks. 

• Define committed lead time to access the more specialist skills and resources, where required. 
• Support will be on a 24/7/365 basis, including core or ‘working’ hours 7:00am to 8:00pm 

Monday to Friday, and non-core 8:00pm to 7:00am Monday to Friday plus weekends and bank 
holidays. 
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• The CSM Support Partner shall ensure that all services and documentation meet latest WCAG 

accessibility standards for their area of responsibility. 
• The CSM Support Partner shall adhere to the FSA User Access policy. Role based user access 

must be supported and integration with Azure AD. 
• The CSM Support Partner must comply with their responsibilities under GDPR. 
• The CSM Support Partner shall work to the respective FSA processes for Acceptance into 

Service, Change Management, Incident Management, Request Management, Knowledge 
Management, Problem Management, Service Asset and Configuration Management, and 
contribute as required for their areas of responsibility. 

• ITIL principles must be followed. 
• The CSM Support Partner will work on the FSA ServiceNow instance with respect to all service 

management processes. 
• The CSM Support Partner will work to Service Level Agreements as specified in the FSA Service 

Level Agreement document 
• The CSM Support Partner shall ensure that: FSA Data which resides on an uncontrolled CSM 

Support Partner device is stored encrypted through a process agreed with the FSA. 
• The CSM Support Partner shall ensure that: Any Device used for FSA data is compliant with 

NCSC End User Devices Platform Security Guidance 
• The CSM Support Partner will ensure that any FSA Data which it causes to be transmitted over 

any public network (including the Internet, mobile networks or un-protected enterprise 
network) or to a mobile device shall be encrypted when transmitted. 

• The CSM Support Partner shall ensure that all personnel are subject to the appropriate pre- 
employment checks and any additional vetting / national security vetting clearance as required. 
See attached for further information. 

• The CSM Support Partner shall ensure that neither they nor their Sub-contractors will process 
FSA Data outside the EEA (including backups) without the prior written consent of the FSA. 

 

From the ITT services scope, Baseline (with stated assumptions) services include: 
 

• Work collaboratively with the Connectivity partner to ensure that DNS servers are fully 
operational. 

• Work with FSA, and provide pro-active expertise, to identify opportunities for roadmap 
development and enhancement resulting from business change and industry innovations. 

• Work with the FSA Security team to deliver security assurance, including support for and 
providing input to the requirements for scheduled pen tests. 

• Support and operation of the FSA’s Microsoft 365 tenants. This will include initiating the 
response to Microsoft Service Health notifications, taking the lead role in Incident/ Problem 
resolution and support escalation with Microsoft when required. (See Appendix 1 – Service 
Statistics Last 12 Months). 

• End to end support of the FSA’s Exchange 365 environment, including implementation of mail 
flow and retention polices, management of Shared Mailboxes, support for Outlook online, 
desktop and mobile and integration with bulk mail services (e.g., SendGrid, Notify). 
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• Support for Email Security, including incident management of SPAM/Phishing, DMARK and SPF 

record Management, and Bulk email campaigns. 
• Support and operation of the Microsoft Teams platform and, on completion of current support 

contracts in October 2022, the Microsoft Teams Telephony service. 
• End to end support for the SharePoint platform in the FSA’s M365 tenant, which hosts Teams 

sites, Hub structures and custom site developments. Support for individual SharePoint sites 
and applications is not included. 

• Support for Retention Policies and Records Management solutions in Microsoft 365. 
• Manage the security of the M365 environment, including day to day monitoring and operation 

of the Microsoft Defender suite of products. 
• Support and operate Domain Controllers and ensure that the Windows OS and AD Function 

Level are maintained to a minimum N-1 standard. (There are currently 4 Domain Controllers 
hosted in Azure, all running Windows Server 2019 at Function Level Windows 2016.) 

• Configure and mange AD trusts, sites, subnets and FSMO roles. 
• Support, operation and optimisation of AD Connect between the Windows and Azure AD, 

ensuring that user logon services are available and that account details are refreshed and 
synchronised. 

• The Service Desk will be responsible for administration of AD user accounts, but the CSM 
partner will monitor the use of guest user accounts and advise FSA of risks and exceptions (e.g., 
aged guest accounts) and provide assurance of the integrity of Azure AD Allow and Deny Lists. 

• Conditional Access 
• Provide support for the underpinning Microsoft Power Platform technologies (PowerBI, 

PowerApps, Power Automate), ensuring that the toolsets and portals are available, secured and 
backed up. (Please note that support for individual Power Platform applications, reports and 
other custom functionality is not included). 

• Proactively monitor performance, respond to and fix anomalous patterns and service outages 
and undertake Root Cause Analysis. 

• Work with suppliers of third-party applications in Gartner Layer 1: Systems of Record (See 
Appendix 2 – Third Party Solutions for applications in scope), to ensure that FSA users are able 
to access – and securely authenticate with – the applications. 

• Enable FSA to make the best use of Microsoft releases and improvements by working with us to 
plan and implement the release of new and updated M365 services. This will include working 
with our Endpoint Management partner to ensure that relevant new releases are available for 
deployment through Intune and other distribution media. 

• Proactively advise FSA of forthcoming end of support deadlines for application and 
infrastructure components and take a lead role in projects to upgrade or decommission legacy 
technologies and services. 

• Support and provide technical leadership of projects and programmes to deliver the FSA’s 
Technology roadmap and work alongside FSA and our support partners to develop portfolios 
and project plans for implementing our cloud strategy. (Note: we are not seeking costed plans 
for project delivery, but an understanding of the approach and methodologies and also the 
process by which project resource can be rapidly assigned). 

• The CSM Support Partner shall provide high- and low-level design documents for all services 
and solutions within scope of the contract. These must be reviewed and updated on at least an 
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annual basis and following the successful implementation of Changes, in line with the FSA 
knowledge management process. 

• The CSM Support Partner shall contribute to the review of services, evaluation, definition, 
execution and monitoring of Continual Service Improvement, ensuring these are appropriately 
recorded and reported against 

• The CSM Support Partner shall participate in a monthly service review and shall report on their 
own performance, including but not limited to incident, request, change, problem, asset 
management, Continual Service Improvements, Risk, Security, monitoring, SLA performance, 
patching and endpoint compliance and any ongoing projects for their areas of responsibility. 

• The CSM Support Partner shall collaborate with the relevant FSA groups and other third-party 
Support Partners in line with the FSA collaboration charter, as well as participate in any testing 
and training as required. 

 
From the ITT services scope, Capped service include: 

 
• Work with FSA and other support partners to design and implement cross-functional solutions 

in response to changes to third-party hosted services. This will include working in partnership 
with our Cloud Infrastructure and Connectivity Management partners to enable user access to 
Government Services as these are migrated from the Public Sector Network (PSN) to Internet 
hosting. 

• FSA has an ultimate objective of a Zero Server infrastructure for business services. We are 
looking for a Cloud Service Management partner to provide infrastructure and platform support 
for our in-house teams on projects to migrate applications from IaaS virtual servers to PaaS or 
SaaS solutions. 

• In parallel, we are pursuing a “buy, don’t build” strategy and are looking for The CSM Support 
Partner to provide infrastructure and platform support, along with market intelligence and best 
practice guidance, to projects for replacing bespoke applications with off-the-shelf SaaS 
services. This will focus on Microsoft 365 and Power Platform but can include other cloud 
services. 

• As FSA extends the use of M365 and SharePoint for document management, we will be looking 
to our CSM partner to take an increased role in Information Protection services within M365, 
including the configuration and implementation of DLP Policies, Compliance attentions, 
information/Sensitivity Labels, Message Encryption and information rights management. 

• Our current Exchange infrastructure is primarily M365 but contains a hybrid management 
server. As an on-boarding project, we are looking to the CSM partner to update, as much as 
possible, to a 365 only email architecture. 

• The CSM partner will work with FSA to progress our strategic objective of moving from a 
hybrid AD architecture to an Azure AD First (and ultimately Azure Only) model. 

• This will require The CSM Support Partner to work with us on an initial project to clear up 
legacy “clutter” in both the Windows and Azure ADs. 

• Provide subject matter expertise to help FSA identify how cloud services can be extended 
without significantly increasing the Total Cost of Ownership. 

• Enable the above by participating in quarterly (as a minimum) Technology Review meetings 
with FSA. 
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Project activities are defined as; 

 
• services delivered that are not contained within the baseline service scope 
• project activities are discrete pieces of work and typically have a fixed time element and scope. 

The outcomes or deliverables from a project can often transition into BAU and may add 
additional baseline services to the contract scope via a change control notice (CCN) 

• project activities are costed based on the CoreAzure rate card (see section 8 - A) 
• from a commercial perspective projects either result from change or new service requests 

Section 7: Rate Card - 0% (this is not part of the scored evaluation but for the FSA’s 
reference 
A Rate Card 
Q8 – Please provide your project rate card, to help the FSA understand potential project costs over 
contract lifetime – 0% 
 

Tech Services 2 Rates 
Development & Delivery & Skills & Relationship & 
Implementation Operation Quality  Engagement 

1 £300 £300 - £300 
2 £475 £475 £450 £400 
3 £650 £650 £600 £500 
4 £850 £850 £800 £800 
5 £1,000 £1,000 £950 £950 
6 £1,200 £1,200 £995 £1,150 
7 £1,400 £1,400 £1,200 £1,500 
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Post Tender Clarifications 
POST TENDER CLARIFICATIONS 

 

PROJECT REFERENCE : FS430634 
PROJECT TITLE : Cloud Service Management 

 
Date : 26 July 2021 
9 Between: The Food Standards Agency (the Authority) and Methods Business and Digital 

Technology (the Contractor) 
 

1. The Tender is revised as follows: 
 

 
Clarification 1: 

 Requirement Query Action required Methods Answer  
 Service Section E 

Question 5: Describe 
how you produce 
design documentation 
and how you ensure 
that documents are 
accurate and up-to- 
date. Please provide 
examples of design 
documentation 
content/format 

The question is answered 
but there is no reference to 
adding this documentation 
to the knowledge base, 
there is reference to teams 
or a ‘hub’ owned by Core 
Azure. 

Confirm that the 
document will be 
added to the 
knowledge 
management area in 
FSAs instance of 
Service Now by the 
supplier once it has 
been reviewed and 
approved by all 
parties. 

We can confirm that the 
document will be added to the 
knowledge management area 
in FSAs instance of Service 
Now once it has been 
reviewed and approved by all 
parties. 

 Operational Section 2 
Question 10: Describe 
your experience of 
managing the 
Windows Active 
Directory architecture 
(domains, sites, 
subnets) for a 
customer similar to 
FSA. Please make 
particular reference to 
how you ensured that 
domain controllers 
and the AD Function 
Level were upgraded 
to maintain currency 
with Windows Server 
releases 

The question has been 
answered but FSA were 
looking for specific 
examples of how Core 
Azure would approach 
upgrades to the latest 
versions. 

Confirm what the 
mechanisms are for 
triggering the 
upgrades and what 
the process is for 
keeping enterprise 
applications in line 
with the latest 
version/releases. 

The mechanism for triggering 
upgrades and for keeping 
enterprise apps in line with 
the latest version/releases is 
set out in our response to 
Q41 in Service Requirements 
e.g. we will utilise the FSA’s 
CMDB to prioritise the 
application of patches, and 
updates in order to validate 
that the estate complies with 
the N-1 policy. 

 Commercial Section 2 
Question 2: Using the 
metrics supplied, you 
are required to 

Assumptions row 28: 
There is a list of projects 
not included in the fixed 
monthly costs. 

Our understanding 
was that the fixed 
monthly cost was 
made up of BAU 

Yes, we can confirm that the 
projects listed under 
assumptions (row 28) can be 
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 provide your initial 

monthly fixed price 
costs 

 support/maintain 
activity and a pot of 
project funding. 
Confirm that the 
projects listed can 
be drawn off that 
monthly project fund. 

drawn off via the monthly 
project fund. 

 

 Commercial Section 3 
Question 3: How you 
would adjust the fixed 
monthly cost following 
a reduction in the 
number of 
applications across 
the tenancy (in 
particular in 
SharePoint or Power 
Platform) and what 
are the thresholds for 
triggering cost 
reductions. 

Question answered but 
example provided triggered 
some follow up questions. 

Confirm how the 
capped incidents 
totals were 
calculated and what 
the definitions are 
for each of the 
incident categories 
(i.e. security 
incidents?) 

The metrics chosen were 
used to demonstrate how we 
would adjust the fixed monthly 
cost e.g. the metrics are more 
reflective of the effort impact 
of reducing the number of 
applications across the 
tenancy. The metrics 
proposed are based on the 
information provided by the 
FSA. 

 
 
Response (if required): 

 

2. The Technical and Commercial Submission shall remain effective and unaltered except as 
amended by this Agreement these documents shall be used to form the contract. 

 
3. Unless and until directed otherwise, nothing in this document, shall be construed as giving a 

guarantee of any remunerative work whatsoever unless or until such work is requested and 
confirmed by means of a duly authorised Purchase Order. 

 
4. Until a Purchase Order is received from the Agency, you should not assume that the sum 

requested will be granted, that the project will not require modification, or that the project will 
commence on the starting date requested. 

 
Signed: 

For the Authority For the Contractor 
 

Signature: Signature:  
 

Name: Freddie Hudson-Evans Name: Tony Dawson 
 
 

Title: Procurement Lead Title: Director 
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Date: 12 August 2021 Date: 28 July 2021 
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