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SCHEDULE 8.8 

BUSINESS CONTINUITY AND DISASTER RECOVERY (BCDR) 

1. PURPOSE 

1.1 This Schedule sets out the Supplier's obligations in relation to maintaining business continuity 
and disaster recovery arrangements in order to minimise the adverse impact of any disruption 
to the Services resulting from a Disaster, or material failure or disruption of the Supplier's 
business processes or operations.   

1.2 The Supplier's obligations with respect to Incident Management are set out in paragraph 6.3 
of Schedule 2.2B (Service Management). 

2. THE SUPPLIER'S BCDR PLAN 

2.1 The initial BCDR Plan as at the Effective Date is set out in Appendix 1.  The Supplier shall 
update and submit the initial BCDR Plan to TfL for Approval in accordance with the Transition 
Plan.   

2.2 The Supplier shall ensure that the BCDR Plan: 

2.2.1 details the processes and arrangements that the Supplier shall follow to ensure 
continuity of the Services delivered to the Supplier's customers following a Disaster 
or a material failure or disruption of the Supplier's business processes or operations; 
and  

2.2.2 reflects the principles and contents described in paragraphs 3, 4 and 5.   

2.3 In addition to the obligations in paragraph 2.1 above, the Supplier shall submit any changes 
to, or updated versions of, the BCDR Plan to TfL for Approval within five (5) Working Days of 
such change or update. 

2.4 Without prejudice to the testing obligations set out in paragraph 7, the BCDR Plan shall be 
invoked only upon the occurrence of a Disaster or material failure or disruption of the 
Supplier's business processes or operation. 

3. GENERAL PRINCIPLES AND REQUIREMENTS 

3.1 The BCDR Plan shall: 

3.1.1 set out how the business continuity and disaster recovery elements of the BCDR 
Plan connect with and relate to each other;  

3.1.2 provide details of how the invocation of any element of the BCDR Plan may impact 
the Services and/or (to the extent known) the services delivered to TfL by the Other 
Suppliers;  

3.1.3 contain a risk analysis, including:  

(a) failure or disruption scenarios, with assessment and estimate of frequency 
and likelihood of occurrence; and 

(b) identification of any single points of failure within the Supplier's business 
processes or operations, and processes for managing the risks arising 
from them; and 

(c) proposed risk control/mitigation measures to be implemented. 
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3.1.4 identify key operational and business processes and procedures; 

3.1.5 set out key contact details (including roles and responsibilities) for the Supplier and 
any relevant Sub-contractors; 

3.1.6 set out a Supplier emergency management team which shall act as a point of 
contact for TfL and be available 24x365 in the event of a Disaster or material failure 
or disruption of the Supplier's business processes or operations;  

3.1.7 identify the procedures for reverting the Services to normal operation;  

3.1.8 set out recovery point objectives and method(s) of recovering or updating data 
collected (or which ought to have been collected) during a Disaster or material 
failure or disruption of the Supplier's business processes or operations, to ensure 
that there is no data loss and to preserve configuration and data integrity;  

3.1.9 be designed to ensure that the adverse impact of any Disaster or material failure or 
disruption of the Supplier's business processes or operations on the Services is 
minimised as far as reasonably possible; 

3.1.10 comply with the relevant provisions of ISO/IEC 27001 (including ISO/IEC 27031), 
ISO/IEC 22301 and other industry standards from time to time in force; and  

3.1.11 include a process for the management of disaster recovery testing.   

4. BUSINESS CONTINUITY PRINCIPLES AND CONTENTS 

4.1 The BCDR Plan shall set out the arrangements that are to be invoked to ensure that the 
Supplier's business processes and operations that underpin delivery of the Services remain 
effective, and shall include: 

4.1.1 the alternative processes, options and responsibilities that may be adopted in the 
event of a Disaster or material failure or disruption of the Supplier's business 
processes or operations; and 

4.1.2 the steps to be taken by the Supplier upon resumption of normal operations in order 
to address any prevailing effect of such failure or disruption, including a root cause 
analysis of the failure or disruption. 

4.2 The BCDR Plan shall: 

4.2.1 address the various possible impacts of the failure of, or disruptions to, the Services 
due to a Disaster or a material failure or disruption of the Supplier's business 
processes or operations;  

4.2.2 set out the services to be provided and the steps and recovery timescales to be 
taken to remedy the different levels of such failures and disruptions to the Services; 
and 

4.2.3 set out without ambiguity the conditions and/or circumstances under which the 
BCDR Plan is invoked. 

5. DISASTER RECOVERY PLAN PRINCIPLES AND CONTENT 

5.1 The BCDR Plan shall be designed so as to minimise the impact on the Services following any 
Disaster. 
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5.2 The BCDR Plan shall include sufficient detail of the following: 

5.2.1 the technical design and build specification of the disaster recovery system; 

5.2.2 details of the procedures and processes to be put in place by the Supplier in relation 
to the disaster recovery system and the provision of disaster recovery services and 
any testing of the same including but not limited to the following: 

(a) data centre and disaster recovery site audits; 

(b) backup methodology and details of the Supplier's approach to data back-
up and data verification; 

(c) identification of potential Disaster scenarios; 

(d) risk assessment and risk management approach;  

(e) documentation of processes and procedures; 

(f) hardware and software configuration details; 

(g) network planning including details of all relevant data networks and 
communication links, and identification of all single points of failure; 

(h) invocation rules; 

(i) identification of critical roles/functions and substitutions 

(j) service recovery procedures; and 

(k) the steps to be taken upon resumption of the Services to address any 
prevailing effect of the failure or disruption to the Services; 

5.2.3 details of how the Supplier shall maintain the security of the Services in accordance 
with Good Industry Practice security management, including how any increase in 
vulnerability and/or risk of threats is mitigated during any period in which the BCDR 
Plan is invoked;  

5.2.4 access controls to any disaster recovery sites used by the Supplier in relation to its 
obligations pursuant to this Schedule or the BCDR Plan; and 

5.2.5 testing and rehearsal arrangements for the BCDR Plan including frequency of these 
arrangements.   

6. REVIEW AND AMENDMENT OF THE SUPPLIER BCDR PLAN  

6.1 The Supplier shall review the BCDR Plan (and the risk analyses on which it is based): 

6.1.1 on a regular basis and as a minimum once every 12 months; 

6.1.2 within three (3) months of the BCDR Plan (or any part) having been invoked 
pursuant to paragraph 8;  

6.1.3 where required following each test of the BCDR Plan pursuant to paragraph 7 below 

and if any updates to the BCDR Plan are required (including pursuant to paragraph 7 below) 
the Supplier shall within 5 Working Days submit these to TfL in accordance with paragraph 
2.3. 
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7. TESTING OF THE SUPPLIER BCDR PLAN  

7.1 The Supplier shall test the BCDR Plan: 

7.1.1 in accordance with the Transition Plan; and 

7.1.2 on a regular basis (and in any event not less than once every 12 months) which 
should be a mixture of either live, operational or desktop based Testing to be agreed 
with TfL in writing. 

The Supplier shall provide TfL with a written report on each test carried out pursuant to this 
paragraph within five (5) Working Days of completion of such test.  Such report shall include 
details of the test carried out, the results of such test and such other information as TfL 
requests in writing.  If such results lead to the conclusion that a change to the BCDR Plan is 
required (for example, where the test identifies issues or problems) or TfL requires a change 
to the BCDR Plan following receipt of the test report, the Supplier shall implement such 
change in accordance with paragraph 6 above.   

7.2 For the avoidance of doubt, the carrying out of a test of the BCDR Plan (including a test of the 
BCDR Plan's procedures) shall not relieve the Supplier of any of its obligations under this 
Agreement. 

8. INVOCATION OF THE SUPPLIER BCDR PLAN  

8.1 In the event of a Disaster or material failure or disruption of the Supplier's business processes 
or operations, the Supplier shall immediately invoke the BCDR Plan (and shall inform TfL 
promptly of such invocation).  In all other instances the Supplier shall invoke or test the BCDR 
Plan in circumstances where it considers it to be reasonably necessary to do so and in 
consultation with TfL whenever reasonably practicable. 

8.2 The Supplier shall, in any event, use all reasonable endeavours to restore the Services and to 
otherwise minimise the adverse impact of any disruption to the Services on an urgent basis in 
the event of any Disaster or material failure or disruption of the Supplier's business processes 
or operations affecting the Services.   

 



 

 
TPH – LOT 1 – SCHEDULE 8.8 – BUSINESS CONTINUITY AND DISASTER RECOVERY 

 5 

APPENDIX 1 – BDCR PLAN 

Introduction  

1.1 Scope  

The TCS Policy Directive on Business Continuity activities as detailed in TCS Security Policy (iQMS 

002) and BCM Framework (iQMS 007.Sec(11)) specifies requirements for planning, establishing, 

implementing, operating, monitoring, reviewing, exercising, maintaining and improving a documented 

BCMS within the context of managing the overall business risks.  This document is prepared in 

accordance to ISO 22301 standards to document BCMS at TCS.   

This document will contain the BC/DR plan for the TCS TPH solution for TfL and will also contain 

details on how the service will continue to be provided to the Lot 2 supplier and other suppliers (where 

appropriate) in the event of a disaster scenario occurring and the DR plan being invoked. 

It will also provide details of the touchpoints with TfL, the Lot 2 suppliers and other suppliers should an 

event take place in one of those domains which impacts the TCS TPH solution.   

1.2 Planning Assumptions 

- All these plans will operate within the general framework of TCS BCM, i.e. all aspects of 
the contracted service are identified, assessed and managed for risks in this document. 

- This plan also addresses resumption of various processes and return to normal operations 
(i.e.  disaster recovery wherever possible, either at the site of disaster or at an alternate 
site). 

- This plan addresses the resumption of services, recovery and restoration of IT assets and 
other critical resources, which are vital to running the critical functions. 

- In the case of a disaster event, it is assumed that the activities of the site (and the services 
delivered from there) in question have been interrupted to the extent that there is a 
question regarding the likelihood that services can continue to be provided to contractual 
SLA standards.  This plan addresses the process by which a disaster event is identified 
and declared, how the recovery of services is managed and how services are returned to 
normal running. 

- Risk Assessment is conducted with reference to the specific functions of the services 
provided, including: 

the relevant sites from which those services are provided; 

the staff providing those services; 
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the TPH application suite; 

service management and service support capabilities; 

data communications; 

interfaces to other systems necessary to provide the services to TPH. 

1.3 Planning Limitations 

- In case of the Pandemic situation, the planning would be done considering 70% of 
associates would be unavailable for work from the impacted location. 

- The restoration of the services can be affected during the crisis where external sources 
and regulatory or government agencies are required to be intervened, can lead to delay in 
timely restoration.   

- Planning is done under the assumption that primary and all the secondary sites (site or city 
or country) are not affected at the same time. 

- Mobility of Critical employees may be affected during the crisis.  It is assumed that all 
employees have access to location-independent IT access. 

2 Recovery Solution Design 

2.1 Service System Design 

The Service System provided by TCS has been designed to provide continued and uninterrupted 

service to TfL.  The new Service System has been architected over a multi-tier architecture with 

resilience built at each layer.  The new Service System will utilise various IaaS (Infrastructure as a 

Service) and PaaS (Platform as a Service) services from AWS ranging from EC2 instances (hosting 

servers), RDS Databases (High Availability Relational Database), AWS CloudFront (Content Delivery 

Network), Simple storage service S3 (Object Storage), Route 53 (DNS Resolver), Network and 

Application Load Balancers to host the application and for management and maintenance. 

The figure below shows the topology of the hosting architecture for the Production setup and the 

resiliency that has been implemented in the hosting architecture 
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Figure 1: Topology of hosting architecture 

As depicted in the figure above, the following is how the resilience has been implemented 

• Virtual Private Cloud (VPC) has been created for servers and services which span across 
multiple Availability Zones (AZ) to provide high availability 

• Within each AZ, for Web and App Tier, multiple instances of the EC2 servers have been 
provisioned.  This results in Active-Active deployment for Web tier and also for Application tier 

• Elastic Load Balancer (ELB) has been provisioned which will be routing the traffic across the 
multiple instances within the same AZ as well as to the other AZ in the event of primary AZ not 
available.   

• An Active Hot standby database leveraging the AWS Multi-AZ RDS (Relational Database 
Service) 

The Service System will be hosted in Amazon Web Services (AWS) Ireland across multiple availability 

zones for high availability and fault tolerance.  During the infrastructure design we have considered 

every aspect of every component to avoid single mode failure.  As shown in the figure below, High 

availability (HA) and fault tolerance will be achieved through multizone deployment within the AWS 

Ireland Region.  The components will be deployed across 3 Availability Zones to avoid single point of 

failure.  For disaster recovery, AWS Frankfurt will be used which will act as the alternative region in 

case of major region level failure.  The data, documents, configurations will be asynchronously backed 

up and replicated in the AWS Frankfurt region.   
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Figure 2: Amazon Web Services BCP 

The figure below shows the topology of the system and the hosting arrangements that will ensure the 

business continuity and disaster recovery events are mitigated.  The Production site will be in AWS 

Ireland region while the Disaster Recovery site will be in AWS Frankfurt region.  Each of the region of 

AWS provides multiple data centres which are known as Availability Zones (AZ) and they have been 

used to provide the resilience within each of the region.  The routing of the traffic to the Primary or the 

DR site will be managed through the DNS service of AWS which in the event of disaster will start 

routing the traffic to the DR Region.  Within each region, various Virtual Private Cloud (VPC) will be 

been created which will provide service spanning across multiple Availability zones.  There will be cross 

region replication between the Primary and DR Region for the services and resources using the native 

AWS replication methodologies so that there is no loss of data.   
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Figure 3: high-level view of Infrastructure and network topology across Primary and DR 

The table below summarises the list of key components of the new Service System, their fault tolerance 

capability and how they will be replicated.   

Components Sub-
Components 

Hosting 
Mode 

Fault tolerance capability Replication 
Methodology 

Network and 
PaaS 

Components 

CDN, Email, 
NLB, ELB, 
DNR Resolver, 
API Gateway, 
SMS, Email, 
Chatbot, 
Webchat, Text 
analytics 

Regional 
Level 
SLA 

For all the PaaS offering by 
AWS, high availability (HA) 
varies from 99.9% to 99.99% 
and, by default, comes with fault 
tolerance across multi availability 
zones. 
 
In case of any failure at a Virtual 
machine or Zone level then AWS 
will automatically make these 
services available in other zones 
without any impact with their 
inbuilt fault tolerance 
provisioning 
 

All the PaaS offering 
are replicated within 
the same region across 
the multi availability 
zones 
For the replication to 
DR region, the cloud 
formation templates 
will be used which will 
enable access to these 
services 

Application 
Servers 

App Servers, 
Web servers 
for DigiGOV™ 
front end and 
API layer for 
Online self -
service, Lot 2 
users contact 
centre, Vehicle 
Inspection, 
Back office, 
APIs, 

 
 
Active- 
Active 

All computer services from AWS 
come with 99.99% HA, and TCS 
Infrastructure design has 
ensured that all these 
components are hosted across 
multi zones for fault tolerance 
 
In case any node failure, then 
new node will be spun up and 
application will be deployed in 
the same or another zone. 
 

Cross Region EBS & 
Image Snapshot 
creation: All the 
application servers 
EBS volume will be 
copied across to AWS 
Frankfurt S3 for 
Disaster recovery and 
Business continuity 
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Components Sub-
Components 

Hosting 
Mode 

Fault tolerance capability Replication 
Methodology 

Reporting UI Virtual machine/node failure: 
In case of single node failure for 
application servers then the 
Application Load balancer will 
automatically stop the traffic to 
the faulty node and alert the user 
to address the issue.   
 
Auto-scaling: Horizontal auto-
scaling will be set up to ensure 
additional nodes are created in 
case of high CPU, memory 
utilisation 
 
Zone failure: In case of Zone 
failure, it will be very similar to 
virtual machine/node failure.  All 
the servers will be hosted as 
active-active across zones and 
AWS ELB at region level will 
route the traffic across zones.  
Failure will be detected and 
alerted for resolution using the 
AWS Cloudwatch service. 
 

Database and 
Object 

Storage 

Application 
Database 
(Multi AZ) 

Active-
Hot 
standby 

Automatic Failover: DigiGOV™ 
database will be hosted in 'Multi 
AZ RDS' solution to handle 
failover automatically.  Amazon 
RDS solution will 
asynchronously replicate the 
data across zones 
(Master/Slave) in sub seconds.  
In case of failure to the master 
node, RDS will automatically 
bring up the Slave as the new 
master within a few seconds to 
handle the pending transactions. 
 

Automated Back- up: 
Turned on by default, 
the automated backup 
feature of Amazon 
RDS will back-up the 
databases and 
transaction logs.  
Amazon RDS 
automatically creates a 
storage volume 
snapshot DB instance, 
backing up the entire 
DB instance and not 
just individual 
databases 
 
User Initiated Back-
up: Snapshot of the 
database at regular 
interval will be 
captured and stored in 
AWS S3 for restoration 
in case of major failure 
 
AWS Read Replica in 
cross Region: Data 
will be replicated 
across region at sub 
second interval 
asynchronously to 
handle disaster 
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Components Sub-
Components 

Hosting 
Mode 

Fault tolerance capability Replication 
Methodology 
recovery 
 

Object Storage Region 
Level 
SLA 

Single Region Resilience: In 
case of any failure at a virtual 
machine or Zone level then AWS 
will automatically make these 
services available in other zones 
without any impact with their 
inbuilt fault tolerance 
provisioning 
 

Cross Region 
Resilience: Data will 
be asynchronously 
synced up with AWS 
S3 instance running in 
Frankfurt region to 
handle disaster 
recovery 

MIS Data store Active-
Hot 
standby 

Reporting will be performed on a 
read replica copy (real time 
replication from transaction 
database).   

With frequent snapshot 
and cross region 
replication, any failure 
can be addressed by 
restoring the data from 
the backed- up 
snapshot 
 

Table 1: key components and their fault tolerance capability 

3 Business Impact Assessment 

3.1 Purpose 

TCS achieves its purpose by delivering its products and services to customers.  It is important therefore 

to create an understanding of the adverse impact over time that disruption of these products and 

services (and the associated activities) would have on the objectives and operations of customer 

business.  It is also important to understand the inter-relationships and resource requirements of the 

activities that support products and services and the threats to them.   

Business Impact Assessment (BIA) is carried out to determine recovery objectives for services based 

on the business criticality of the services delivered.  It comprises of identification of key services, its 

dependencies and evaluating the business impact due to disruption to the services over a period of 

time.  The following recovery objectives are determined for each of the subservices  

● Identify by when services are to be restored (RTO) to the accepted level  
● Identify the accepted level %SL (MBCO) to be provided at defined Recovery time. 
● Identify the possible extent of data loss permissible (RPO) 
● Identify the time frame by when the services are to be restored back to the normalcy - 

Maximum Tolerable Period of Disruption (MTPD) 
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Figure 4: Disaster State Diagram 

 

3.2 Methodology Adopted 

The BIA was conducted in the following steps: 

1. Project Planning: This involves identifying the various process owners at TfL, TCS, Lot 2 
Supplier and Other Suppliers as the BIA participants. 

2. Data Collection: Data is primarily collected during due diligence by interviewing the 
stakeholders representing from both TCS side and TfL side.  Table 01 contains the details of 
services, its subservices and responsible delivery unit. 

3. Data Analysis: This involves identification of all the activities/subservices, assessment of its 
impact against the timeframes for various threats that pose a risk to the continuity of business 
at the time of a disaster.  Appendix C1 contains the variation of impact against the time in 
qualitative mode for each subservice and associated business seasonal variations of the 
subservices.   

4. Documentation of Findings: This involves creating the BIA Inference, which helps in defining 
the continuity strategy in case of a disaster.  Recovery time Objective (RTOs) are established 
for each of the activities/subservices along with the acceptable level (%SL) and finally the 
Maximum Tolerable Period of Disruption (MTPoD) on the resumption.  Appendix C1 contains 
the Restoration Objectives for each subservices and prioritization of the subservices for 
restoration.   

3.3 BIA Inference  

TCS has identified the following list of services and subservices/Activities with the new TPH Service 

System.  The summary view of the assessment is shown in Table below.   



 

 
TPH – LOT 1 – SCHEDULE 8.8 – BUSINESS CONTINUITY AND DISASTER RECOVERY 

 13 

Service 

Name 

(Service 

Type) 

Supplier 
Subservice 

Name 

Service Restoration Objective 

RTO MBCO% MTPoD RPO Priority 

Application 

Maintenance TCS 

Customer 

Services Portal 

Support  8 hours TBD  TBD 0 hours  TBD 

Application 

Maintenance 

TCS  Back Office Portal 

Support 8 hours TBD  TBD 0 hours  TBD 

Application 

Maintenance 

TCS  Mobile App 

Support 8 hours TBD  TBD 0 hours  TBD 

Hosting 

Service 

TCS  Customer 

Services Portal 

Support  8 hours TBD  TBD 0 hours  TBD 

Hosting 

Service 

TCS  Back Office Portal 

Support 8 hours TBD  TBD 0 hours  TBD 

4 Risk Assessment 

4.1 Purpose 

Risk management is performed to identify the risks (internal and external) to the business/services and 
plan for their mitigation to minimize the risk exposure if the risk materializes. 

Risk assessment is conducted considering environmental and external threats, man made threats etc.  
The risks are identified and assessed after taking into account the controls already in place.  Risk 
assessment is performed again whenever there is a change in circumstances. 

The 'Risk Register' enables Risk Management in TCS, TfL, Lot 2 Supplier and Other Suppliers by 
enabling identification of risks, evaluation and quantification the impact based on parameters such as 
quality, schedule, cost, effort, application performance etc and mitigation  

4.2 Methodology Adopted 

The Risk Assessment is conducted in the following steps: 

1. Project Planning: This involves identifying the various process owners at TCS, TfL, Lot 2 and 
Other suppliers as the RA participants in consultation. 
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2. Data Collection: Data is primarily collected during due diligence by interviewing the 
stakeholders representing from both TCS side and TfL side.   
Appendix D1 contains the mapping of activities/subservices and critical asserts. 

Appendix D2 contains the location-related ARO for the threats identified. 

3. Data Analysis: This involves identification of risks and its exposure with current controls 
deployed and Risk mitigation strategies adopted.   
Appendix D3 contains the Risk Register for TCS and TfL. 

4. Documentation of Findings: This involves creating the RA Inference, The contingency 
strategies against each risk help in identifying the optimal continuity strategy in case of a 
disaster.   

4.3 Risk Assessment Inference  

TCS has identified the following list of potential risks which might disrupt the business operations within 
TCS, TfL, Lot2 and Other suppliers which are prioritised based on the Risk Ranking as detailed in Risk 
Register Appendix D3. 

The risk register (as part of the RAID log) is a dynamic document which will evolve during 
implementation and continue to be an important asset after the service is introduced in live operation.  
As such, it will be regularly reviewed at the appropriate Governance levels and updated as required. 

5 Continuity Strategies 

5.1 Purpose 

The identification and evaluation of a range of business continuity strategy options enables the 

organization to choose appropriate ways to achieve business objectives by resumption of services at an 

acceptable level of operation, within agreed timeframes.   

The Business Continuity Strategies are addressed through the selection of one or more combinations of 

the following options are used to resume the services designed in such a manner that its cost justifying 

and fulfils the required continuity objectives  

● Work Relocation - Offloading work to a team at alternate site  

● Staff Dispersal - Moving associates and other resources to an alternate site  

● Remote Working - Enabling associates to work from Home or remote locations  

While evaluating the strategies, resources required which include people, facilities, equipment, vendors 

and suppliers, communication infrastructure and transportation etc.  are determined to execute these 

strategies.   
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5.2 Methodology Adopted 

The Continuity Strategy is concluded with the following steps:  

1. Project Planning: This involves identifying the various process owners at TCS, TfL as the 
solution design teams and involving various SMEs from both TCS and client side. 

2. Data Collection: Data was primary collected during the due diligence by interviewing the 
stakeholders representing from both TCS side and customer side.  Appendix E1 contains 
the continuity strategies identified for each Services to achieve the continuity objectives. 

3. Data Analysis: This involves identification of possible recovery options to ensure recovery 
objectives of the services and subservices are met. 

4. Documentation of Findings: This involves creating the continuity strategies and 
documenting as to where, when and how etc.  are captured. 

5.3 Continuity Strategy Inference  

TCS, TfL has identified the following continuity strategies feasible for service resumption.   

Service Name Subservice Name 

Strategy Applicability 

Work 

Relocation 

Staff 

Dispersal 

Remote 

Working 
Others 

Application 

Development 

Customer Services 

Portal  
Yes Yes Yes TBD 

Application 

Development 
Back Office Portal  Yes Yes Yes TBD 

Application 

Development 
Mobile App Yes Yes Yes TBD 

Application 

Maintenance 

Customer Services 

Portal  
Yes Yes Yes TBD 

Application 

Maintenance 
Back Office Portal  Yes Yes Yes TBD 

Application 
Mobile App Yes Yes Yes TBD 
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Maintenance 

6 Communication Response  

6.1 Purpose 

Response structure defined to cascade the details across the maximum number of associates.  This 

response structure primarily focuses on internal communication highlighting the strategies executed to 

reach maximum number of associates within minimal time.  Hence the responsibilities are divided 

among the team members for execution of the communication cascade.  This takes a top down 

approach as 

recommended and applicable for all situations or Disaster and Crisis Communication.  The below is a 

sample of holistic communication flow diagram.   
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During any disaster, CRT (Crisis Response Team) and FEET (Floor Emergency Evacuation Team) 

members would execute safe evacuation to safeguard human lives during the disaster situation.  The 

Crisis Management Team members would invoke necessary assessment and communicate the level of 

impact and determine the possible restoration time frame.  The respective business processes shall 

invoke their Business Continuity Plans as per the strategies defined and invoke communication 

response with the all associates to update the status and plans for execution.   

The respective business processes would have limited scale of operations; however they would 

highlight the plan (BC Plan) with the necessary liaison activities with the Crisis Response Team and 

define the plan based on alternatives possible and invoke their plans based on the inputs.   

External communications like media response and stakeholder communication would be handled by the 

separate team within TCS "Corporate Communications Team" and is considered out of scope for 

respective business process plans as they would be executed by the Corporate Teams.  

Communication with the family members of the associates would be executed through the HR team in 

liaison with the business process heads.  Customer communication alone would be part of business 

process planning for emergency situations.   

The communication to internal or external stakeholders will depend on level/type of crisis encountered.  

When it seems the crisis could lead to impact masses or/and the Tata Brand, then external media 

communication will be addressed by spokesperson authorized by Corporate Communication.   

The Response Plans can be broadly divided into following phases,  

● Initial Advisory/Alert 

● Initial Assessment Response (Damage Assessment) 

● Resumption Progress Update  

● Post Crisis Response 

TCS iQMS 138 – "BCM Incident communication guidelines" explains this more in detail.   

 
Appendix F1 – Details the Call Tree plans for various outage scenarios identified for TCS, TfL and 
Other Suppliers 
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7 Business Unit Resumption plans  

7.1 Purpose 

The main objective of a business continuity program is to reduce the consequences of a disaster to an 

acceptable level.  TCS process for continuity planning is detailed in iQMS 095 BCM Procedures Manual 

(BCMP1040).  Documenting the Continuity of Operations (COOP) is a vital part of the entire Business 

Continuity Management (BCM) process.  In most cases, disasters degrade operations or cause 

deferring of important functions.  Thus the BCP identifies key processes, services and systems that are 

essential to sustain an enterprise at acceptable service levels, in case of an unfortunate event.  The 

plan also has the details of key resources and their contact details (including vendors).   

The plan developed is simple, comprehensive, concise and with clear details of actions (like Who is 

responsible, What actions to be performed, When would these actions be performed etc.) and provide 

proper guidelines on priority sequences.  The plan covers details of actions performed by each role in 

specified time duration along with all possible internal/external and vendor coordination's and any other 

dependencies outside the organization.  At the same time it is flexible to adapt to new emerging risks, 

be a part of continuous improvement, and truly operational.   

7.2 Methodology Adopted 

The TCS Business Continuity of operations are defined in two phases, first the initial damage 

assessment and then the scenario based plan.  The initial damage assessment focuses on the possible 

damage salvage activities and communicating the scope of damage and tentative timeframe for 

recovery.   

The outage scenarios are classified as follows  

 Site level Outage – Wherein the plan is documented during working and non-working hrs how 
the business unit would resume the operations in case of primary site become inaccessible.   
 City Level Outage – Wherein the plan is documented during working and non-working hrs how 

the business unit would resume the operations in case of entire city becomes inaccessible during 
the situations of (riots, strike, bandh, floods, etc...) 
 Country Level Outage – Wherein the plan is documented during working and non-working hrs 

how the business unit would resume the operations in case of entire country becomes 
dysfunction during the situations of (Pandemic, Earthquake, Undersea cable cut, War, etc...)  

Appendix G1 – Details the Continuity of Operations selected for TCS, TfL and Other Suppliers 
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8 BCM Testing  

8.1 Purpose 

A Business Continuity Management (BCM) capability cannot be considered reliable until it has been 

exercised.  Process for BCM testing is detailed in iQMS 095 BCM Procedures Manual (BCMP1050 & 

BCMP1060).  A planned exercise programme is required to ensure that all aspects of the plans and 

personnel have been exercised over a period of time.   

Exercising can take various forms, including component level tests, desktop walk-throughs, and full live 

simulation exercises.  A BCM Strategy or BCP may be well designed and thought-out; but a series of 

robust and realistic exercises identifies issues and assumptions that require attention.   

Time and resources spent exercising BCM Strategies and BCPs are crucial parts of the overall process 

as they develop competence, instil confidence, and impart knowledge that is essential at the time of 

crisis.   

Though effort needs to be put into testing technical recovery capabilities, the key element is the role of 

people and their resilience in skills, knowledge, management and decision making.   

8.2 Methodology Adopted 

All critical services/activities (RTO < 8 hours) and assets (those supporting critical services) are 

identified and subjected for periodic testing, It recommended that all critical Services and assets are 

tested biannually and a comprehensive simulation is planned at least once a year, and the tests have to 

be spread across the calendar year.   

● IT Asset Resumption – Wherein the component level tests are planned to test their failover / 
recreating strategies as planned in the Risk Register.   

Appendix H1 – Details the Asset Level Testing Calendar for the year for various critical assets 
identified for TCS and TfL for the Service System. 

Appendix H2 – Details the Asset Level Testing Plans for all the critical assets identified for TCS, 
TfL and Other Suppliers for the Service System. 

● Service Resumption – Wherein the services are tested against their continuity strategies 
identified for various outage scenarios like Site outage / city outage etc.   

Appendix H1 – Details the Services Testing Calendar for the year for various critical 
subservices identified within TCS, TfL and Other Suppliers. 

Appendix H2 – Details the Service Plans for all the critical services identified for TCS, TfL and 
Other Suppliers. 
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Appendix A: BCM Governance Team 

A.1 Crisis Management Team Members 

Crisis Management Team  

TCS Details        

S.No Role Name (Emp.  No) Contact Details Email Id Location 

 Contract 

Manager  

    

 Service 

Manager 

    

 Data Manager     

 Incident 

Resolution 

Manager 

    

 Security 

Manager 

    

      

 
 

TfL Details     

S.No Company 

Name 

 Name (Designation/Role) Contact Details Email ID 
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Lot 2 Details     

S.No Company 

Name 

 Name (Designation/Role) Contact Details Email ID 

 Contract 

Manager 

   

 Call Centre 

Manager 

   

 IT Manager    

 
 

Other Supplier Details     

S.No Company 

Name 

 Name (Designation/Role) Contact Details Email ID 

     

     

 
 

Initial Damage Assessment Committee  

Employee Details        

S.No Role Name (Emp.  No) Contact Details Email Id Location 
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Sub-Contractor Details     

S.No Company 

Name 

 Name 

(Designation/Role) 

Contact Details Email ID 

 AWS    

 Global 

Payments 

   

 
 

A.2 Details of Command Centre  

Bridge Details 

Dial In Number Pass Code Number of ports Valid till 

    

 
 

Command Centre 

Command 

Centre Type Country Branch Location Room Details 

Room Contact 

Number 

Primary UK TCS-London 

   

Secondary India 

TCS-

Gandhinagar    
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Appendix B: Document library  

B.1 Vital Records list and path  

Document Name Document Path 

  

  

The Document Library is the responsibility of the Service Manager. 
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Appendix C: BIA Inference 

C.1 Detailed inference of Business impact on each of the subservices 

 

 

 

Appendix D: RA Inference  

 
D.1 Contains the mapping of activities/subservices and critical assets 

 

 

 

 

D.2 Contains the location wise ARO for the threats identified 
 

 
 

 

D.3 Detailed Risk Assessment prioritised based on Risk Ranking 

Risk Register.xlsx

 

Appendix E: Continuity Strategy Selection  

 

E.1 Detailed Continuity Strategies  

Strategy Detail.xlsx

 

Appendix F: Communication Cascade 

F.1 Scenario based call tree plan  
 
 

 

 

Business Impact.xlsx

Asset Mapping.xlsx

Location ARO.xlsx

Communication 
Cascade.xlsx
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Appendix G: Business Unit Resumption Plan 

G.1 Detailed list of Services and Continuity of its operations  IDA_ COOP.xlsx

 

 

 

G.2 Detailed list of Asset resiliency plan  

 

 

 

 

Appendix H: Testing Calendar 

 
H.1 Asset and Service Test Calendar 

  

   

 

 
H.2 Test Plans and Reports 

Please download report from below path in: TBD 

  

IDA_ COOP.xlsx

Asset Resiliency.xlsx

Test Calendar.xlsx
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Appendix I: Targets to be achieved during BCDR 

 

Component Situation RPO RTO 

AWS Component Failure in 
Ireland Region  

Application Failure, Node failure, Database Failure, 
Availability Zone failure 

<8hrs 0hrs 

AWS Ireland region level 
Intermittent failure  

TCS and AWS will bring the service back in the same 
region 

<8hrs 0hrs 

AWS Ireland region level 
Permanent Failure  

In case of continued outage with no signs of service 
restoration in AWS Ireland within 8 or more hours 

4-8 hrs 
after 
BCP 
decision 

0hrs 
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Appendix J: Interfaces / Interdependencies Interfaces in Scope 

We have analysed the TPH Interface Catalogue and will deliver the integration with the interfaces as 
per the table below 

Integration Channel Purpose Method 
Post Office "Check 
and Send" 

SFTP Post Office's service to ensure that the 
application if filled correctly with all the 
supporting documents and payments 
related to applying or renewing PHV or 
Taxi Driver Licence 

XML File 

MIS Reporting - 
Cognos 

No separate interface as this will be provided as part of new Service 
System.  The existing interface will be retired and will be replaced by the 
interface provided by new Service System 

QAS (Quick Address 
Search) - POST 
OFFICE Address 
finder  

No separate interface as this will be provided as part of new Service 
System.  The existing interface will be retired and will be replaced by the 
interface provided by new Service System 

Public Register 
(Licence Checker) 

No separate interface as this will be provided as part of new Service System 
through API and the customer portal.  The existing interface will be retired 
and will be replaced by the interface provided by new Service System 

Find a Local Minicab SFTP Extract of all licensed Private Hire 
operators against defined business rules 

XML file 

DVSA (VOSA) - MOT 
checking 

HTTPS 
POST 

To enable the check of the MOT certificate 
against a vehicle for the following 

• Vehicle Licensing process  
• Compliance Checks  

 
As a part of the processing of the 
application and compliance requirement, 
the necessary webservice call would be 
made and the result would be used for the 
processing 

On Demand, 
Realtime via 
XML messages 

DVLA- Licence Check 3rd Party 
Website 

Check validity of DVLA Licence and the 
current points and penalties that the driver 
has.  This will be used as part of the Taxi 
Driver licence check as well as for 
compliance related checks.  This would be 
used at the time of Licence Check of the 
Driver Application 

Off System 
website lookup 

MIB (Motor Insurance 
Bureau) 

HTTPS 
POST 

Provide verification that licensed drivers 
have valid motor insurance at point of 
vehicle licensing and that drivers hold valid 
motor insurance.  This would be used at 
the time of  

• Vehicle Licensing process  
• Compliance Checks  

 

On Demand, 
Realtime via 
XML messages 

PRINT Fulfilment 
(Print Solution 
Provider) 

SFTP Printing and sending letters to the 
customers in bulk and batch 

Zipped folder 
comprising of 
control files and 
pdfs to be prints 
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Integration Channel Purpose Method 
Scanning Solution 
Provider 

SFTP Scanning and associating the documents 
to the correct application 

Batch File 
containing the 
scanned files at 
agreed 
frequency 

Financial 
Reconciliation 

No separate interface as this will be provided as part of new Service 
System.  The existing interface will be retired and will be replaced by the 
interface provided by new Service System 

DBS Check Provider  SFTP Applicant verification check for done by 3rd 
Party DBS Checking provider 

XML file 

Congestion Charging 
Exemptions List 

SFTP Extract of All Active and licensed Taxi and 
Private hire vehicles 

CSV file 

E-mail No separate interface as this will be provided as part of new Service System 
as an outbound email gateway.  The existing interface will be retired and will 
be replaced by the interface provided by new Service System 

SMS (Future 
Interface) 

No separate interface as this will be provided as part of new Service System 
as an outbound SMS service 

Vehicle Inspection 
Mobile App 

No separate interface as this will be provided as part of new Service 
System.  The existing interface will be retired and will be replaced by the 
interface provided by new Service System 

Payment Gateway 
Portal 

No separate interface as this will be provided as part of new Service 
System.  The existing interface will be retired and will be replaced by the 
interface provided by new Service System 

Compliance On 
Street - HHD 
interface 

RESTful 
APIs 

Mobile App as part of ECOS CPOS project 
to allow On-street Compliance officers to 
perform their remote on-street compliance 
duties.  This will provide bi-directional APIs 

Realtime via 
RESTful APIs 
with JSON 

Interface with 
National Database of 
Taxi and PHV 
Revoked and 
Refused Drivers 
(NAFN) provider 

To be 
discussed 
(TBD) 
with TfL 
during 
design 
phase 

One-way secure encrypted data transfer 
from the service system to the NAFN 
database for drivers data 

 

Interface with Clean 
Air Zones (CAZ) 
Vehicles Database 
provider 

TBD with 
TfL 
during 
design 
phase 

One-way secure encrypted data transfer 
from service system to CAZ database for 
Taxi and PHV Vehicle Data 

 

Interfaces with Driver 
Assessment Solution 
Application(s)  

TBD with 
TfL 
during 
design 
phase 

Two-way data exchange between solution 
and Driver assessment application (s) to 
allow Driver Assessment modules such as 
Map Reading/Topographical skills, English 
language and Advance Driving tests etc.  
to be scheduled for applicants/licensees 
and the appropriate result outcomes 
recorded and passed back  

 

Developers Portal 
Interface 

SFTP Export of the taxi and PHV data for the 
application developer's area, to enable the 
development of 3rd party applications and 

XML file 
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Integration Channel Purpose Method 
services 

TFL Correspondence 
(Complaints and 
Enquiries) 

TBD with 
TfL 
during 
design 
phase 

Interface from the Contact Centre 
Complaints and Enquiries management 
system to capture and allow transfer and 
updates of Taxi and private hire related 
complaints and enquiries information 
relating to Drivers, Operators and Vehicles 

XML 

Medical Assessments 
data 

TBD with 
TfL 
during 
design 
phase 

Two-way data exchange between the 
solution and Medical assessment provider 
to facilitate the review of Taxi and Private 
Hire Drivers DVLA group 2 medical 
standard requirements 

XML 

Companies House 
Interface - Operator 
Licensing 

RESTful 
APIs 

Validation of the operational person details 
for Operator Licence.  This would be used 
when the processing of the Operator 
Licence would be done 

Realtime via 
RESTful APIs 
with JSON 

IVR Interface (LOT 2 
Supplier Provided 
IVR) 

RESTful 
APIs 

Bookings and Payments using the IVR.  
This interface would be used for the 
payment of the application fee or other 
dues as well as booking the slots for 
inspection etc through the IVR.   

Realtime via 
RESTful APIs 
with JSON 

IVR Interface 
(TfL IVR) 

RESTful 
APIs 

Bookings and Payments using the IVR.  
This interface would be used for the 
payment of the application fee or other 
dues as well as booking the slots for 
inspection etc through the IVR. 

Realtime via 
RESTful APIs 
with JSON 

SAP Finance SFTP Output reports for ledger (journal) as per 
frequency defined by the TPH business for 
upload into TfL Finance (SAP) system 

CSV file 

Active Directory ADFS / 
SAML 2.0 

To enable the authentication of TfL staff on 
the new Service System.  The TfL staff 
would be able to use their TfL wide 
username and password to log into the 
Service System.  This would also provide 
Single Sign On capability 

Realtime SSO 
request 

Note: Any changes in the interfaces will primarily be managed at the Integration Layer using: 

 Scheduled SFTP jobs 
 APIs configuration 
 Configuration of RESTful services 
 Configuration of SOAP services 

 

If the disaster event requires that the services have to be delivered from a back-up site and/or using 
replacement assets, a member of the TCS SOC will review the security of the replacement option(s) to 
ensure that security is maintained to the required standards.  This will require the issuance of new IP 
addresses to all (authorised) interface providers and the agreement/confirmation of authentication 
mechanisms to ensure that the option is secure.   
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