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Technology Services 2 Agreement RM3804 
Framework Schedule 4 - Annex 1 

 

Order Form 
 

In this Order Form, capitalised expressions shall have the meanings set out in Call Off Schedule 1 (Definitions), 
Framework Schedule 1 or the relevant Call Off Schedule in which that capitalised expression appears. 

 
The Supplier shall provide the Services specified in this Order Form to the Customer on and subject to the terms 
of the Call Off Contract for the duration of the Call Off Period. 

 
This Order Form should be used by Customers ordering Services under the Technology Services 2 Framework 
Agreement ref. RM3804 in accordance with the provisions of Framework Schedule 5. 

 
The Call Off Terms, referred to throughout this document, are available from the Crown Commercial Service 
website http://ccs-agreements.cabinetoffice.gov.uk/contracts/rm3804 

 

The Customer must provide a draft Order Form as part of the Further Competition Procedure. 
 
 
 

Section A 
General information 

This Order Form is issued in accordance with the provisions of the Technology Services 2 Framework Agreement 
RM3804. 

 
Customer details 

Customer organisation name 
Food Standards Agency 

Billing address 
Your organisation’s billing address - please ensure you include a postcode 
Clive House, 70 Petty France, Westminster, London, SW1H 9EX 

Customer representative name 
The name of your point of contact for this Order 
Rose Oliver 

Customer representative contact details 
Email and telephone contact details for the Customer’s representative 
ODD.Contracts@food.gov.uk 

 
Supplier details 

Supplier name 
The Supplier organisation name, as it appears in the Framework Agreement 
Little Fish (UK) Limited 

Supplier address 
Supplier’s registered address 
Price House, 37 Stoney Street, Nottingham, NG1 1LS 

Supplier representative name 
The name of the Supplier point of contact for this Order 

http://ccs-agreements.cabinetoffice.gov.uk/contracts/rm3804
mailto:ODD.Contracts@food.gov.uk
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Call Off Contract Period (Term) 
A period which does not exceed the maximum durations specified per Lot below: 

* There is a minimum 5 year term for this Lot 
 
Call Off Initial Period Months 
36 Months 

Call Off Extension Period (Optional) Months 
24 Months (2 X 12 month extensions) 

Minimum Notice Period for exercise of Termination Without Cause 90 
(Calendar days) Insert right (see Call Off Clause 30.7) 

Framework Lot under which this Order is being 
placed 
Tick one box below as applicable (unless a cross-Lot Further 
Competition) 

Customer project reference 
Please provide the customer project reference 
number. 

1. TECHNOLOGY STRATEGY & SERVICES DESIGN ☐ FS430633 

2. TRANSITION & TRANSFORMATION ☐ Call Off Commencement Date 

3. OPERATIONAL SERVICES The date on which the Call Off Contract is formed 
– this should be the date of the last signature on 

Section E of this Order Form 
a: End User Services ☒ 

b: Operational Management ☐ 
31/08/2021 

c: Technical Management ☐ 

d: Application and Data Management ☐ 

4. PROGRAMMES & LARGE PROJECTS 
 

a. OFFICIAL ☐ 

a. SECRET (& above) ☐ 

 

 
 

 

 
 

Section B 
Overview of the requirement 

 

 
 
 

Lot Maximum Initial 
Term – Months 

(Years) 

Extension Options – 
Months (Years) 

Maximum permissible 
overall duration – Years 

(composition) 
1 24 (2) - 2 
2 36 (3) - 3 
3 60 (5) - 5 
4 60 (5) * 12 + 12 = 24 (1 + 1 = 2) 7 (5+1+1) * 

Order reference number or the Supplier’s Catalogue Service Offer Reference Number 
A unique number provided by the supplier at the time of the Further Competition Procedure 
Please provide the order reference number, this will be used in management information provided by suppliers to assist CCS 
with framework management. If a Direct Award, please refer to the Supplier’s Catalogue Service Offer Reference Number 

 
Click here to enter text. 

Supplier representative contact details 
Email and telephone contact details of the supplier’s representative 
Telephone number – 07834 322382 
Email Address - tom.farmer@littlefish.co.uk 

Tom Farmer 

mailto:tom.farmer@littlefish.co.uk
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Services 
List below or append as a clearly marked document to confirm the Services which the Supplier shall provide to the Customer 
(which could include the Customer’s requirement and the Supplier’s response to the Further Competition Procedure). If a 
Direct Award, please append the Supplier’s Catalogue Service Offer. 

 
Please see Annex A for the Specification of Requirements and the Suppliers responses to the ITT. 
This make up the services to be carried out under this contract. 

 
On occasion the FSA may require the supplier to engage on project work as part of this service, but 
not covered by the monthly service charge. This shall be commissioned using the work package 
template found under Annex B. 

Location/Site(s) for provision of the Services 
This service will be delivered remotely by the Supplier, with the occasional requirement to visit FSA 
Offices/Sites 

Additional Clauses (see Annex 3 of Framework Schedule 4) 

 

Additional specific standards or compliance requirements 
Include any conformance or compliance requirements over and above the Standards (including those listed at paragraph 
2.3 of Framework Schedule 2) which the Services must meet. 
List below if applicable 
NA 

 
Customer’s ICT and Security Policy 
FS430633_006 FSA Acceptance Into Service Procedure 
FS430633_007 FSA Change Management Procedure 
FS430633_008 FSA Incident Management Procedure 
FS430633_009 FSA Security Incident Procedure 2019 
FS430633_010 FSA Problem Management Process 
FS430633_011 FSA Knowledge Management Procedure 
FS430633_012 FSA Service Asset & Configuration Mgt Procedures 
FS430633_013 FSA Supplier Access Policy August 2019 v1 
FS430633_014 FSA IT Acceptable Use Policy Nov 2020 v3.2 
FS430633_016 FSA Request Fulfilment 
FS430633_018 FSA Patching Policy Sept 2019 1.1 

 
 
 

FS430633_006 FSA FS430633_007 FSA FS430633_008 FSA FS430633_009 FSA FS430633_010 FSA FS430633_011 FSA 
Acceptance Into Servi Change Management Incident ManagementSecurity Incident Proc Problem ManagemenKnowledge Managem 

 
 

FS430633_012 FSA FS430633_013 FSA FS430633_014 FSA IT FS430633_016 FSA FS430633_018 FSA 
Service Asset & Confi Supplier Access PolicyAcceptable Use PolicyRequest Fulfilment.do Patching Policy Sept 2 

 

Security Management Plan 
The Supplier will create an information Security Management Document Set to document how they will comply with 
the specific FSA security requirements to be approved by the Head of Security at the FSA. This will be completed as 
part of On-boarding the supplier before the service begins. 

 
 

Section C 
Customer Core Services Requirements 

Please provide details of all Services required including the locations where the Supplier is required to provide the 
Services Ordered. 
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This Annex can be found on the RM3804 CCS webpage. The document is titled RM3804 
Alternative and additional t&c’s v4. 
Those Additional Clauses selected below shall be incorporated into this Call Off Contract 

 

Applicable Call Off Contract Terms 

Additional Clauses and Schedules 

Optional Clauses 
Can be selected to apply to any Order 

Tick any applicable boxes below Tick any applicable boxes below 
 
 

A: SERVICES – Mandatory 
The following clauses will automatically 
apply where Lot 3 services are provided 
(this includes Lot 4a & 4b where Lot 3 
services are included). 

 
A3: Staff Transfer 

A4: Exit Management 

 
C: Call Off Guarantee ☐ 

 
D: Relevant Convictions ☐ 

☒ 
 

E: Security Requirements ☒ 

 
A: PROJECTS - Optional 

 

A1: Testing ☐ 

F: Collaboration Agreement 
Where required please complete and append to this ☐ 
Order Form as a clearly marked document (see Call 
Off Schedule F) 

 

A2: Key Personnel ☒ G: Security Measures ☐ 
 

B: SERVICES - Optional 
Only applies to Lots 3 and 4a and 4b 

 
 

B1: Business Continuity and Disaster 
Recovery 

 
 

H: MOD Additional Clauses ☐ 
☒ 

 

B2: Continuous Improvement & 
Benchmarking ☒ 

Alternative Clauses 
 

To replace default English & Welsh Law, Crown 
Body and FOIA subject base Call Off Clauses 

 

B4: Maintenance of the ICT Environment ☐ Tick any applicable boxes below 
 

B5: Supplier Request for Increase of the 
Call Off Contract Charges ☐ Scots Law ☐ 

Or 
 

B6: Indexation ☐ Northern Ireland Law ☐ 
 

B7: Additional Performance Monitoring 
Requirements ☐ Non-Crown Bodies ☐ 

 

Non-FOIA Public Bodies ☐ 
 

Collaboration Agreement (see Call Off Schedule F) This Schedule can be found on the RM3804 
CCS webpage. The document is titled RM3804 Collaboration agreement call off schedule F v1. 

 
Not Applicable 

B3: Supplier Equipment
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Licensed Software Where Software owned by a party other than the Customer is used in the delivery of the 
Services list product details under each relevant heading below 

 
Supplier Software Third Party Software 
Click here to enter text. Datto Software 

Customer Property (see Call Off Clause 21) 
Items licensed by the Customer to the Supplier (including any Customer Software, Customer 
Assets, Customer System, Customer Background IPR and Customer Data) 
List below if applicable 

• ServiceNow Licenses 
• FSA Devices and peripherals held in stock by the supplier in order to provision equipment 

to end users. This includes, but is not limited to, laptops, tablets, mobile phones, sim cards. 
• FSA Devices and peripherals held by the supplier whilst awaiting disposal. 
• Any Devices shared with the supplier to enable them to carry out aspects of the contract, 

such as testing device. 

Call Off Contract Charges and Payment Profile (see Call Off Schedule 2) 
Include Charges payable by the Customer to the Supplier (including any applicable Milestone 
Payments and/or discount(s), but excluding VAT) and payment terms/profile including method of 
payment (e.g. Government Procurement Card (GPC) or BACS) 

 
On-Boarding Costs: 
The On-boarding costs for this service will be £15,315, due on the 1st August 2021, based on the 
Transitional Commercial Template incorporated below: 

 
 

 
 

Initial Monthly Costs: 
The initial Monthly charge for this service will be £27,894.77, based on the Initial Fixed 
Monthly Costs Commercial template incorporated and included in the suppliers ITT 
Response. 

 
Payments will be made by BACS, monthly in arears. Invoices will be submitted to accounts- 
payable.def@gov.sscl.com with a copy sent to ODD.Contracts@food.gov.uk. All invoices must 
contain a Valid PO number and reference FS430633. 

Undisputed Sums Limit (£) £27,894.77 
Insert right (see Call Off Clause 31.1.1) 

Delay Period Limit (calendar days) NA 
Insert right (see Call Off Clause 5.4.1(b)(ii)) 

mailto:payable.def@gov.sscl.com
mailto:ODD.Contracts@food.gov.uk
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Estimated Year 1 Call Off Contract Charges (£) Estimated at £350,000. 
For Call Off Contract Periods of over 12 Months 

Enhanced Insurance Cover 
Where a specific Call Off Contract requires a higher level of insurance cover than the £1m default in Framework 
Schedule 14 please specify below 

 
No Enhanced Insurance cover required. 

Transparency Reports (see Call Off Schedule 6) 
If required by the Customer populate the table below to describe the detail (titles are suggested examples) 
To be agreed between the FSA and Little Fish (UK) Ltd during the on-boarding of the service. 

Quality Plans (see Call Off Clause 7.2) 

Time frame for delivery of draft Quality Plans from the Supplier to the Customer To be agreed 
– from the Call Off Commencement Date (Working Days) between the 
Where applicable insert right FSA and Little 

Fish during On- 
boarding of the 

service. 

Implementation Plan (see Call Off Clause 5.1.1) 

Time frame for delivery of a draft Implementation Plan from the Supplier to the This will be 
Customer – from the Call Off Commencement Date (Working Days) agreed between 
Where applicable insert right.   If a Direct Award, please append the Implementation Plan the FSA and 
attached to the Supplier’s Catalogue Service Offer. Little Fish, 

based on the 
high-level 
transition plan 
included in the 
ITT response. 

BCDR (see Call Off Schedule B1) 
This can be found on the CCS RM3804 webpage. The document is titled RM3804 
Alternative and additional t&c’s v4. 

Time frame for delivery of a BCDR Plan from the Supplier to the Customer – 
from the Call Off Commencement Date (Working Days) 45 
Where applicable insert right 

 
Disaster Period (calendar days) 
Services with availability SLAs for 24/7/365 = 1 working day 
All other services = 2 working days. 

GDPR (see Call Off Clause 23.6) 
Where a specific Call Off Contract requires the inclusion of GDPR data processing provisions, 
please complete and append Call Off Schedule 7 to this order form. This Schedule can be found 
in the Call Off Contract on the RM3804 CCS webpage 

 
 

 

 
Supplier Equipment (see Call Off Clause B3) 
This can be found on the RM3804 CCS webpage. The document is titled RM3804 Alternative and 
additional t&c’s v4. 
NA 
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Key Personnel & Customer Responsibilities (see Call Off Clause A2) 
List below or append as a clearly marked document to include Key Roles 

 
Key Personnel Customer Responsibilities 
List below or append as a clearly marked document to List below or append as a clearly marked document include Key Roles 

 
Customer Service Director Click here to enter text. 
Service Account Manager 
Service Delivery Manager 
Head of Infrastructure and Operations 

Relevant Conviction(s) 
Where applicable the Customer to include details of Conviction(s) it considers relevant to the nature of the 
Services. 
List below or append as a clearly marked document (see Call Off Clause D where used) 
Please see relevant Personnel Security questions in ITT qualification envelope and Technical 
Envelope. 

Appointment as Agent (see Call Off Clause 19.5.4) 
Insert details below or append as a clearly marked document 

 
NA 

 

SERVICE LEVELS AND SERVICE CREDITS (see Part A of Call Off Schedule 3) 
 

Introduction 
Suppliers will be required to provide the Incident Management element of this 

agreement using the following parameters: 

• Core or ‘working’ hours 7:00am to 8:00pm Monday to Friday 
 

• Non-core 8:01pm to 6:59am Monday to Friday plus weekends and bank holidays 
 

There will be no Service Credit/Debit regime associated with this call-off. Instead the 

target achievement levels detailed in Table A will attract failure points where resolution 

targets are not met. Performance against SLAs must be monitored and reported on by 

the Supplier. The Supplier must also identify why they have not been achieved and what 

plans are being instigated to ensure that this does not continue. 

 
 

Incident Management 
 

The following are the minimum performance levels that the Supplier should deliver to. 

The Supplier will be expected to report on these monthly and provide further details 

should one of these minimums not be achieved (i.e. attend Post Incident Reviews, 

provide Root Cause, Resolution, Avoidance and Remediation….): 
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Standard Incident Management Responsibilities for all suppliers include: 
 

• Raising and maintaining incidents 
 

• Triaging and prioritising incidents 
 

• Providing regular and comprehensive updates 
 

• Ensuring 3rd parties are provided with necessary information to enable resolution 
of incidents 

The Supplier will carry out all Incident Management duties in accordance with the FSA’s 

documented Incident Management procedures. 

In the event of a P1 or P2 Incident major incident processes will be invoked, Supplier 

shall conduct a formal Problem Management review, which shall include undertaking a 

root cause analysis (“RCA”) to determine the underlying cause of the Incident and 

providing guidance to support any activity required to amend the underlying cause. 

 
 
 
 
 
 
 
 
 

Allocation of Incident levels (P1 – P4) will be done using the following table: 

Table A – Incident Severity 

 
 
Severity 

 
 

Description 

 
Response 

Time 

 
 
Resolution 

Time 

Target to 

be 

achieved 

in month 

 
 

P1 

Severe business disruption: 

business unit or sub-unit 

unable to operate, critical 

components failed. Failure to 

meet technological minimums. 

15 Minutes 

from 

assignment 

of issue 

4 hours No more 

than 1 

failure 

 
P2 

Major business disruption: 

critical user(s) or user group 

unable to operate, or business 

1 hour from 

assignment 

of issues 

8 hours 

for critical 

services, 

No more 

than 1 

failure 
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 unit experiencing significant 

reduction in system 

performance. 

 8 working 

hours for 

non- 

critical 

services 

 

 
 

P3 

Minor business disruption: 

single user unable to operate 

with no circumvention available 

0.5 working 

day from 

assignment 

of issue 

3 working 

days 

Either 

90% or 

above 

OR no 

more 

than 2 

failures 

 
 

P4 

Minor disruption: single user or 

user group experiencing 

problems, but with 

circumvention available 

1 working 

day from 

assignment 

of issue 

3 working 

days 

*The Resolution Time starts when the incident is raised in Service Now and ends when 

the Incident is Resolved. 

Adherence to incident management responsibilities will also be assessed via reviews of 

completed incidents. 
 

Request Management 
 

The following are the minimum performance levels that the Supplier should deliver to. 

The Supplier will be expected to report on these monthly and provide further details 

should one of these minimums not be achieved 

Standard Request Management Responsibilities for all suppliers include: 
 

• Carrying out request tasks within the allocated timescales 
 

• Providing regular and comprehensive updates 
 

The Supplier will carry out all Request Management duties in accordance with the FSA’s 

documented Request Management procedures. 
 

Description Resolution Time 
Target to be 

achieved in month 

Provision of a device (laptop, mobile, 

tablet, thin-client), from the point of 

request to delivery to the user – except 

5 working days 90% or no more 

than 2 failures 
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where the device is a priority 

replacement device (see below) 

  

Provision of a priority replacement 

device (i.e. the user’s current main 

device is not functional and they are 

unable to work), from the point of 

request to delivery to the user 

2 working days 90% or no more 

than 2 failures 

Packaging and distribution of 

applications through distribution tools 

such as MS Company portal and FSA’s 

Play, Apple and Microsoft Stores. 

3 working days 90% or no more 

than 2 failures 

 
 

Device management 
The following are the minimum performance levels that the Supplier should deliver to. 

The Supplier will be expected to report on these monthly and provide further details 

should one of these minimums not be achieved 
 

Description 
Target to be 

achieved in month 

Operating Systems are maintained at N-1 100% 

Operating systems are patched on at least a monthly cycle 

and devices maintained at N-1 for functional patches and 

updates 

100% 

 
 

Additional KPIs 
 

The Supplier will be required to demonstrate, monthly, that they are meeting the 
following KPIs (via suitable management information): 

 
• Any supported hardware or software approaching end of life or end of support is 

identified 
• RCA within 3 working days for P1 and P2 incidents 
• Report on failed changes or changes causing issues with reasons 
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Commercially Sensitive information 
Any information that the Supplier considers sensitive for the duration of an awarded Call Off Contract 
Click here to enter text. 

Total contract value 
Please provide the total contract value (for the Call Off Initial Period) as detailed in your response to the Customer’s 
statement of requirements. If a Direct Award, please refer to the Price Card as attached to the Supplier’s Catalogue 
Service Offer. 
The contract value is capped at £1,800,000 for the initial contract term, covering the monthly service charge and capacity 
for contract related project work. The FSA and Little Fish UK will agree additional capacity as part of any variations to 
extend this agreement. 

 

Notes 
 
As new technologies are introduced / transitioned to, the FSA reserve the right to 
introduce new SLAs to reflect these. New SLA’s will be mutually agreed between the FSA 
and the Supplier prior to their introduction. 

Additional Performance Monitoring Requirements 
Technical Board – Not Applicable 

 
 

Section D 
Supplier response 

Suppliers - use this section to provide any details that may be relevant in the fulfilment of the Customer Order 
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SIGNATURES 

 
Section E 
Call Off Contract award 

This Call Off Contract is awarded in accordance with the provisions of the Technology Services 2 Framework 
Agreement RM3804. 

 
The Supplier shall provide the Services specified in this Order Form to the Customer on and subject to the terms 
of this Order Form and the Call Off Terms (together referred to as “the Call Off Contract”) for the duration of the 
Call Off Contract Period. 

 

 

For and on behalf of the Supplier 

Name STEVE ROBINSON 

Job role/title 
 
CHIEF EXECUTIVE OFFICER 

Signature 
 

Date 
 
1/9/2021 | 16:44 BST 

 
 

For and on behalf of the Customer 

Name karen Benton pp Craig Thomas 

Job role/title Commercial Business Partner 

Signature 
 

Date 
 
1/9/2021 | 16:46 BST 
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CALL OFF SCHEDULE 7: SCHEDULE OF PROCESSING, PERSONAL DATA AND DATA SUBJECTS 
 
 

Description Details 

Subject matter of the processing There will be processing of personal data under this contract. 

As this contract is for the management and delivery of the FSA’s 
endpoint devices and software, the supplier, their third-party 
subcontractor, and courier service will have access to personal 
data to deliver and collect devices, such as laptops, tablets and 
phones, as well as specialist software. 

The supplier will have access to users’ local copies of OneDrive, 
which may contain personal information but would not view any 
information within a OneDrive unless it was necessary to carry 
out their duties under the contract. In order to support the 
endpoint devices this may cover viewing personal data on the 
device which may be personal data processed for FSA business or 
personal data processed by a user for personal reasons. One 
example is checking for malware on the device 

There may also be processing of personal data associated with 
the service of providing backups. 

Duration of the processing Processing will take place over the duration of the contract. This 
is due to expire on the 31/08/2024 with an opportunity to 
extend by another 2 years (+1 +1). 

Nature and purposes of the 
processing 

Personal data is processed for the purpose of delivering the 
endpoint contract for FSA 

Personal and staff data is captured and stored in the FSA’s 
ServiceNow system and provided in Excel sheets for the purpose 
of managing, delivering and collecting devices for staff while 
working remotely from home. It is also used to log and action 
requests for staff equipment and specialist software. 

The supplier, their third-party subcontractor or the courier will 
be required to contact the person directly to facilitate 
device/asset delivery. 

Where data is stored in the FSA’s own ServiceNow Instance, no 
destruction of data is required upon the end of this contract. 

However, the supplier will be required to operate projects on 
behalf of the Agency, where personal data will be provided 
outside of the FSA infrastructure. 

Type of Personal Data Name, home address, personal email address, personal phone 
number. 

 
Staff data stored includes Name, Job Title, Department, staff 
Number, Grade, Work email and phone number, work location, 
Company and Manager. 
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 Other FSA supplier contact details such as name and email 
address and phone numbers. 

Any personal data contained on the end user devices which is 
viewed by supplier personnel when supporting the devices. 

Categories of Data Subject Staff, contractors and suppliers. 

Plan for return or destruction of the 
data once the processing is complete 
UNLESS requirement under union or 
member state law to preserve that 
type of data 

Data in ServiceNow will not be retained by the supplier or third 
parties. 

Personal data held by the supplier or third parties outside of the 
FSA infrastructure is required to be destroyed upon project 
completion. 
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Annex A – Specification of Requirements and Little Fish (UK) Ltd ITT response. 
 
 

Statement of Requirements Purpose 

The purpose of this document is to detail the business requirements for the provision of Endpoint 
Management, the operation and continual improvement of the end to end processes of issuing both 
desktop and mobile IT equipment to our c 1300 members of staff. This includes support, patching and 
update of client and server operating systems and for virtual as well as physical desktops. 

The Food Standards Agency (FSA) has transformed our ways of working to become a primarily home 
and multi-location based organisation and, while Covid-19 has accelerated this, our expectation is that 
this progression will continue in the long term, with fewer staff using office space and on a less frequent 
basis. Our Endpoint Management partner will, therefore, be able to offer an efficient service for issuing 
new and replacement devices to users with a range of connectivity methods across England, Wales 
and Northern Ireland, enabling a straightforward user experience with an increasing focus on self- 
service, particularly around software downloads. 

Your response should also address how you will be able to support our developing client and 
application virtualisation services centred on Windows Virtual Desktop (WVD) and potentially support 
the integration of this with increased use of users’ own devices. 

Much of the above will be dependent on the effective use of Microsoft Endpoint Management (aka 
Intune) as the management tool for both Windows, Android and IOS devices. 

FSA operates in an environment where 24/7 management is necessary to ensure availability of 
services across the full extent of the FSA working day. We cannot rely on in-hours detection of service 
failures as this has a significant impact on FSA productivity. 

 

Background 

The Food Standards Agency is a non-ministerial government department of over 1300 people, with a 
big vision – to drive change in the food system so that it delivers “food we can trust”. As the country has 
now left the EU, the scale of this challenge cannot be underestimated. More than 90% of food and feed 
law in the UK currently comes from Europe and our primary goal is to continue to protect public health 
and UK consumers’ wider interest in food. 

The context in which we operate has transformed and continues to change at an unprecedented rate. 
Digital is the primary way we carry out our work, it is key to achieving our ambitions and transforming 
the way we do business and we continually strive to provide better online services to external 
stakeholders and internal customers to achieve faster and more effective models of delivery at optimal 
cost. 

Our Digital services are supported by a number of specialist delivery partners providing Data Centre 
Hosting, End User Compute, Service Desk, Wide Area Network, LAN, Application Support, Telephony 
and Videoconferencing. At the heart of that arrangement is an internal team with the knowledge of our 
business, our systems and our obligations to enable them to integrate and manage the quality of our 
services. Key to the success of this multi-vendor model is Support Partner willingness and commitment 
to work in partnership, collaborating autonomously with other third-party suppliers within a culture of 
trust and shared goals. 
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The current disaggregated contract model has been in place since 2017 and as the composite 
contracts are approaching their maximum term, the FSA has taken the opportunity to review and 
reconfigure the structure of our contracts and ensure our specifications align with business needs. The 
output of this review can be found in the FSA’s Evergreen IT Roadmap document [See FSA30635_015 
ODD IT Evergreen Technology Roadmap] which sets out our revised service groupings and our core 
principles for future digital service development, delivery and support. 

Our goal is to be ‘evergreen’, perpetually updating and improving our services, continuing to adapt to 
business and political change and adopting new technologies as they emerge. We look to our support 
partners to be equally flexible and innovative in their approach to delivery, with a strong focus on 
continuous improvement and quality of service. One of the key benefits of a multi-vendor model is the 
opportunity to work with specialist suppliers, we want to be guided by expert advice and encourage our 
support partners to make recommendations based on their experience and a shared desire to improve 
and evolve. 

 
FSA Transparency 
The Agency is committed to openness, transparency and equality of treatment to all support partners. 
As well as these principles, for science projects the final project report will be published on the Food 
Standards Agency website (www.food.gov.uk). 
In line with the Government’s Transparency Agenda which aims to encourage more open access to 
data held by government, the Agency is developing a policy on the release of underpinning data from 
all of its science- and evidence-gathering projects. Underpinning data should also be published in an 
open, accessible, and re-usable format, such that the data can be made available to future researchers 
and the maximum benefit is derived from it. The Agency has established the key principles for release 
of underpinning data that will be applied to all new science- and evidence-gathering projects which we 
would expect support partners to comply with. These can be found at http://www.food.gov.uk/about- 
us/data-and-policies/underpinning-data. 

 
 

1. Commercial Approach 

FSA will complete Premarket engagement on 19th November 2020. 
 

FSA are looking to award a contract term for 3 years with 2 separate 1 year optional extensions (i.e. 
3+1+1), subject to satisfactory performance. The maximum contract duration is 5 years. 

 
As part of this tender process FSA will not publish finances relating to existing actuals of the incumbent 
supplier or approved budget for 21/22. FSA will require the Support Partner to develop monthly costs 
for the supporting information that will be provided with the Tender. 

http://www.food.gov.uk/
http://www.food.gov.uk/about-us/data-and-policies/underpinning-data
http://www.food.gov.uk/about-us/data-and-policies/underpinning-data
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General Specification 

This group of services sits within the overall IT Governance architecture below: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Endpoint Management 
 

(This Tender) 

What do we provide? Ensure that users of FSA IT 
are provided with the devices and endpoint software 
required to do their job and that this is properly 
secured, managed and when necessary replaced. 

Cloud Service 
Lifecycle Management 

 
(Future Tender) 

What do we use it to do? Focusses on 
maintaining application spaces and containers, 
development tools, but the primary focus is 
on enabling FSA to make the best use of cloud 
service offerings and, in particular, to facilitate and 
implement application migration from server based 
IaaS to Platform and Software services. 

Cloud Infrastructure 
Management 

 
(Out for Tender - CCS 
RM3804 Technology 
Services 2 framework, 
lot 3d) 

Where do we keep it? The maintenance and 
improvement of those data storage 
services. Management of the overall Azure 
tenant architecture, it’s subscriptions, resource 
groups, service monitoring, security and 
reporting and enabling functionality to extend or 
be replicated across multi-cloud environments. 
Responsibility also sits here for maintaining the FSA’s 
test and development environments 

Data and Application Strategy 
 

Driver 

Technology Strategy and Service Ownership 
 

Direction 

Service Groups 

Endpoint Management Cloud Infrastructure 
Management 

Connectivity 
Management 

Empowerment 
 
Contract & Financial Management 

 
Service Desk 

 
 
 
 
 
 
 
 

Cloud Service Lifecycle 
Management 

Security M
anagem

ent 

Com
pliance 

IT
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Connectivity 
Management 

 
(Future Tender) 

How do we get to it? FSA requirements have 
moved on from the traditional corporate LAN/WAN 
infrastructure to prioritise the ability to connect 
to Office 365, Azure and other Cloud Services from 
any location. 

Service Desk 
 
(Future Tender) 

Who do I call when it breaks? Service Desk is 
critical the day to day support for end users, but 
equally manages the toolset for capturing, storing and 
managing service information. 

 
This will continue, alongside a strategic aim to 
automate workflows and encourage increasing user 
self-service through a growing knowledge base and 
increased use of artificial intelligence tools in support 
of this 

 

a. In Scope 
 

The following high-level areas are in scope: 

1. Store, build, dispatch, manage, maintain, swap out and return of laptops, mobile phones, and 
tablets 

2. Software and Hardware Asset Management 
3. Desktop, Server and Mobile Operating Systems 
4. Device management (Microsoft Endpoint Management) 
5. Endpoint protection and patching 
6. Virtual Applications and Desktops 
7. Thin Client Devices, Operating Systems and Management Tools 
8. Client access to mobile networks – including deployment of SIM cards and 4G routers 
9. Management of onsite FSA audio and video conferencing endpoints 
10. Print management solution 
11. Disposal of equipment 

 
b. Out of Scope 

 
1. Hardware and software purchases. These are dealt with under a separate contract. Peripherals 

are out of scope for storage. These will be sent directly from our hardware supplier 
2. Support for Cloud Environments such as Microsoft 365 and other line of business services is 

covered by Cloud Service Lifecycle Management. Endpoint Management will be responsible for 
publishing client, MS store and desktop applications to end users. 

3. The provision of a service desk function. This is covered by a separate contract. 
4. ServiceNow application, support, maintenance, and licenses. The FSA have their own 

ServiceNow instance which is supported and maintained. 
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c. Constraints 
 

1. Due to Covid-19 emergency restrictions on occupancy, distancing and travel to our offices, 
access to our offices is likely to be restricted in the short to medium term. 

2. EU Exit “go-live” is planned for the 1st January 2021, although not expected to cause issues, this 
may impact on all government departments contracts and supply chains. 

 

Business Requirements 

d. Overview 
 

The FSA requires a support partner to provide management of its endpoint devices and device 
management solutions as part of a cloud first IT Architecture, ensuring the provision of hardware and 
software across the lifecycle that meets the needs of users in a flexible and mobile-working 
environment. 
The support partner will be part of a multi-supplier model, working in collaboration with other support 
partners and FSA teams. The FSA IT team will provide the overall management and strategy for both 
technical architecture and service management. 
The support partner will work with the FSA service management team and other support partners to 
deliver value to customers, optimise efficiency and ensure continual improvement, working to ITIL 
principles and ensuring that their practices reflect all aspects of the ITIL service lifecycle. 

 
e. Service Metrics 

 
FSA currently has approximately 1300 members of staff, all of whom are currently working remotely or 
from home. In line with our Ways of Working and Estates strategies it should be assumed that this work 
pattern will predominate in future. 

Device totals are as follows: 
 

Type Total 

(in 
use) 

Built and 
deployed 
avg. pcm 

Decomm & 
disposal 
avg. pcm 

Current 
FSA 
Stock 
Level 

Required 
Maximum 
level to 
store 

Laptops 1363 20 8 126 180 

Android Phones 1324 22 9 168 183 

Tablets 40 1  6 6 

iPhones 34    4 

iPads 10 1  10 3 

Thin Clients 242 2 1 25 33 

Printers (plant 
and Home) 

 
C 210 

 
2 

 
2 

 N/A 
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Windows Server 
VMs 

 
130 

 
 
 
 
 
 
 

Managed under Change and Project 
Control 

N/A 

Linux Server 
VMs 

 
9 N/A 

WVD Host Pools 6 N/A 

WVD Application 
Groups 

 
16 N/A 

Physical 
Windows 
Servers (Hyper- 
V hosts) 

 
 

5 

N/A 

 
 

Type Device Make & Model OS Level In 
use 

In 
stock 

Laptop Lenovo T470s (type 20HF, 20HG) Laptop 
(ThinkPad) - Type 20HG 

Windows 689 4 

Laptop Lenovo T480s (type 20L7, 20L8) Laptop 
(ThinkPad) - Type 20L8 

Windows 325 24 

Laptop Lenovo T490s (Type 20NX, 20NY) Laptop 
(ThinkPad) - Type 20NX 

Windows 3 4 

Laptop Lenovo T490s (Type 20NX, 20NY) Laptop 
(ThinkPad) - Type 20NY 

Windows 231 65 

Laptop Lenovo X260 Laptop (ThinkPad) - Type 20F5 Windows 2 0 
Laptop Lenovo X260 Laptop (ThinkPad) - Type 20F6 Windows 1 0 

Laptop Lenovo Miix 720-12IKB Tablet (ideapad) - 
Type 80VV 

Windows 112 28 

iPad Apple iPad Air 2 iOS 0 1 

iPad Apple iPad Mini 4 iOS 2 2 

iPad Apple iPad Pro (10.5 inch) iOS 7 5 
iPad Apple iPad Pro (11 inch) iOS 1 2 

Tablet Lenovo Tab 10 Android 0 2 

Tablet Samsung Galaxy Tab 2 Android 0 1 
Tablet Samsung Galaxy Tab A Android 36 3 

Tablet Samsung Galaxy Tab A6 Android 2 0 
Tablet Samsung Galaxy Tab A8 Android 2 0 
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Mobile Phone Make and Model OS In use In stock 

Samsung A40 Android 237 89 
Samsung J5 Android 1034 65 
Apple iPhone XR iOS 4 5 
Samsung J6+ Android 50 7 
Apple iPhone 7 iOS 24 2 
Samsung Galaxy S8 Android 3 0 

 
 

Please note that peripherals will be shipped directly from FSA’s hardware supplier and therefore the 
Support Partner for Endpoint Management will not be expected to provide storage space for these. 

 
f. Pre-Qualification 

 
It is important that the Support Partner can answer yes to all pre-qualifications which are part of the 
overall tender questions. If the Support Partner is unable to answer yes, then the Support Partner will 
be asked not to respond to FSA’s tender. For the purpose of market engagement these are the high- 
level requirements provided on 17th November 

1. The Support Partner will have demonstrable experience of using Microsoft Autopilot and 
Endpoint Manager (aka Intune) to manage Windows and Mobile devices. 

 
2. The Support Partner will use FSA’s ServiceNow service desk solution as the primary ticketing 

service and will work with all other disaggregated FSA Support Partners. 
 

3. The Support Partner must be structured and equipped to support end user devices in a Remote 
First organisation with limited use of FSA office space. 

 
4. The Support Partner must provide secure storage at a registered premise for a maximum buffer 

stock of 180 devices. 

 
5. The Support Partner must have experience working in a multi-Supplier model. For example, 
dependant on other Suppliers while those Suppliers also have dependencies on you as our Support 
Partner. 
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Operational Requirements 
 

Service Requirement 

1. Device Provision • Manage the provisioning of end user devices, 
including laptops, tablets, thin client devices and 
mobile phones, for issue to FSA staff. Provisioning 
must not require staff to attend FSA offices for the 
issue of equipment or resolution of incidents and 
requests 

• Proactive management of the device provision to 
ensure all staff members devices needs are met 
without delay 

• Store and issue a buffer stock of devices, 
delivered by FSA’s hardware suppliers, and issue 
these direct to users’ home or corporate addresses 

• Be responsible for the replacement and 
decommission of end user devices, including 
retrieval from meat premises, corporate offices and 
from users’ home address and storage pending 
reissue or disposal 

• Securely dispose of hardware in line with NCSC 
guidance for Official/Official-Sensitive material 

2. Operational Asset 
Management 

• Manage the lifecycle of assets for both hardware 
and software, ensuring appropriate asset control, 
management of the asset / CMDB records in 
ServiceNow, stock and licence management, 
allocation and distribution of assets through 
request fulfilment, Audit of asset records to ensure 
accuracy and compliance, and advising the FSA 
for planning for replacement of End of Life Assets 

• Work with FSA to decommission legacy hardware, 
operating systems and client applications. 

3. Operating Systems • Maintain and support client, mobile and server 
Operating Systems1. This currently includes the 
following OS: 
o Windows 10, 
o Windows Server, 

 
 

1 Clarification: Overall management of the Azure VM estate, including server provisioning, sizing, management of Resource 
Groups, backup, decommissioning is the responsibility of Cloud Infrastructure Management. Endpoint Management is 
responsible for ensuring that individual servers are patched and updated to an agreed schedule, are assigned to the correct 
Active Directory OUs, have malware protection and that performance and events are monitored and alerts actioned. 
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Service Requirement 

o Android, 
o IOS, 
o Red Hat, Ubuntu and CentOS Linux, 
o Microsoft Hyper-V, 
o Wyse Thin-OS, 
o IGEL 

• OS updates, including Windows 10 Service 
Channel Updates, will form part of the standard 
service. Ensure that Operating Systems, are 
maintained at N-1 and that OS version updates are 
rolled out across devices on a schedule to meet 
this requirement. 

• Ensure that Windows and Linux virtual servers (in 
the Azure IaaS environment supported by FSA’s 
Cloud Infrastructure Management partner) meet 
NCSC Baseline Security standards and are 
patched and maintained at N-1 and that there is a 
managed regular patching update and malware 
management schedule 

• Pro-actively monitor all supported hardware and 
software for end of life and end of support. Advise 
FSA of, and initiate, appropriate remedial actions. 

4. Device 
Management Tools 

• Manage End User Devices using Microsoft 
Endpoint Management (aka Intune), 

• Configure, operate and maintain Device 
Configuration and Compliance policies, ensuring 
that devices are configured in line with NCSC 
guidelines and are managed centrally to ensure 
ongoing compliance. This includes the remote 
wipe and reset of compromised or missing devices 

• Configure, operate and maintain Windows 
Autopilot, Android Enterprise and Apple Business 
Manager for device enrolment. 

• Configure, operate and maintain the packaging 
and distribution of applications through distribution 
tools such as MS Company portal and FSA’s Play, 
Apple and Microsoft Stores. 

• Configure, operate and maintain device 
management tools for systems not covered by 
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Service Requirement 
Microsoft Endpoint Management (e.g. Dell Wyse 
tools for thin client management) 

• Maintain and keep updated a standard set of 
software for download and installation during 
device setup; this will include both Office 
applications and client agents. (See section Error! 
Reference source not found. Error! Reference 
source not found. below) 

5. Endpoint Protection • Configure, operate and maintain Microsoft 
Endpoint Protection on all Windows devices – 
including virtual clients and servers, ensuring that 
all devices receive emergency patches and 
definition updates on issue 

• Configure, operate and maintain device security 
through Microsoft 365 and Windows Defender 
Advanced Threat Protection 

• Manage anti-malware solutions for a small number 
of Linux devices. 

• Ensure that all operating systems are patched on 
at least a monthly cycle This includes responsibility 
for ensuring that both functional and security OS 
updates are successfully published to client 
devices. 

• Ensure that all non-emergency security patches 
are issued to devices on an agreed schedule and 
that devices are maintained at N-1 standard for 
functional patches and updates. 

6. Virtual Desktops 
and Applications 

• Configure, operate and maintain the Remote 
Desktop Server and Windows Virtual Desktop 
infrastructure in Azure to provide support for: 
o Thin client users in meat premises (RDS) 
o Third party support partner access to FSA 

internal systems (WVD) 
o Contingency use by FSA staff pending device 

swap-outs (WVD) 
o Secure access to internal applications and PSN 

services (WVD) 
o Service scaling and provision of new Host Pools 
o The FXLogix function 
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Service Requirement 

• Configure and operate the publication of virtual 
applications within the above environment 

7. Mobile Network 
Access 

• Manage the provision of SIM cards including 
hotspots to end users of mobile devices, ensuring 
that all phones are issued with mobile network 
connectivity at setup. 

• Work in partnership with FSA’s mobile network 
providers to: 
o Provide new mobile phone users with access 

to the network with best coverage in their 
area. 

o Resolve incidents and problems relating to 
mobile network connections 

8. Branch Office 
Servers 

• Take the technical lead in a project to 
decommission the branch office server 
infrastructure (comprising a single Hyper-V host 
and 3-4 virtual servers) in each of the five FSA 
offices and migrate residual services to the cloud- 
hosted environment 

• Manage and maintain the branch office server 
infrastructure pending decommission 

9. Print Management • Provide a joined-up Print Management service 
(preferably Software as a Service) for: 
o Shared printers in c 200 meat premises to 

provide printing both from RDS/WVD sessions 
and form users’ mobile devices 

o A small number Home Users who have FSA 
issued secure printers 

 

Transformation Requirements 
 

Service Requirement 

1. Device Provision • Ensure that provision and support of user 
endpoints is, on an ongoing basis, targeted 
towards a diverse, mobile and home-based 
workforce making increasingly less use of 
traditional office facilities for business activities 

• Develop systems and processes to provide a 
user service in which the provisioning of all 
equipment will provide the closest user 
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Service Requirement 
experience to purchasing their own device (i.e.: 
plug it in, download the config, start using it). 

• The Endpoint Management provider should 
tailor the service to allow for an increased mix of 
FSA issued and user owned equipment, 
especially in the mobile device area. 

2. Thin Client 
Migration 

• Work with FSA and with Application Support 
partners to improve services to meat premises 
workers (this may include transitioning from the 
current shared thin client solution to individually 
issued mobile devices). 

• Provide technical, support and contractual 
architectures to enable an increased variety of 
mobile device types to meet the requirements of 
different operational task workers. 

3. Virtual Desktops 
and Applications 

• Work with FSA to enable, for example, WVD to 
be used as part of a potential BYOD option and 
to enable secure access to line of business 
applications, enabling the distinction between 
physical and virtual devices to become 
increasingly seamless to end users. 

• Work with FSA to transition: 
o The service to meat premises users from the 

current RDS setup to the WVD infrastructure 
o The WVD base model away from traditional 

“Gold Images” 

4. Device Security • Enable and support the increased use of 
biometrics (e.g. Windows Hello) for user 
authentication across all device types 

5. Print Management • The design for a Print Management solution 
should allow for the inclusion of office network 
printers at the end of the current Print 
Management contract in 2022. Precise numbers 
and locations are tbc pending confirmation of 
post-Covid 19 occupancy levels and estates 
strategy 

6. Conferencing 
Equipment 

• Dependent on post-Covid 19 occupancy levels and 
estates strategy: 
o Configure, operate and maintain Teams Rooms 

devices in FSA office meeting rooms 
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Service Requirement 
o Design layouts and equipment requirements for 

meeting and conference rooms following 
revised occupancy specification of room 
numbers and capacities. Advise and support the 
resultant FSA procurement of Teams Rooms 
devices. 

o Provision and maintain meeting room layout 
and equipment to provide effective protection 
against accidental damage or tampering 

7. Technology 
Roadmap 

 
(See FS430633_015 
ODD IT Evergreen 
Technology 
Roadmap) 

• Support and provide technical leadership of 
projects and programmes to deliver the FSA’s 
Technology roadmap 

• Work with other support partners to continually 
improve the technical infrastructure across all 
Service Groups 

• Work with FSA, and provide pro-active 
expertise, to identify opportunities for roadmap 
development and enhancement resulting from 
business change and industry innovations. 

• Enable the above by scheduling quarterly (as a 
minimum) Technology Review meetings with 
FSA 

 
 

Service Requirements 
 

Description Purpose Priority 

 
 
Service 
Availability 

• Availability of services, and the support partner 
support provision, should be on a 24/7/365 
basis, including core or ‘working’ hours 7:00am 
to 8:00pm Monday to Friday, and non-core 
8:01pm to 6:59am Monday to Friday plus 
weekends and bank holidays 

 
 

Must 

 
 
Accessibility 

• The support partner shall ensure that all 
services and documentation meet current 
WCAG accessibility standards for their area of 
responsibility 

 
 
Must 

User Access 
(See 
FS430633_014 
FSA IT 

• The support partner shall adhere to the FSA 
User Access policy. Role based user access 
must be supported and integration with Azure 
AD 

 
 
Must 
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Description Purpose Priority 
Acceptable Use 
Policy Nov 2020 
v3.2) 

  

 
Assistive 
Technology 

• The support partner will be responsible of the 
full management of the assistive hardware and 
software 

 

 
GDPR • The support partner must comply with their 

responsibilities under GDPR 

 
Must 

Service 
Management 

 
(See 
FS430633_006 
FSA Acceptance 
Into Service 
Procedure, 
FS430633_007 
FSA Change 
Management 
Procedure, 
FS430633_008 
FSA Incident 
Management 
Procedure, 
FS430633_009 
FSA Security 
Incident 
Procedure 2019, 
FS430633_010 
FSA Problem 
Management 
Process, 
FS430633_011 
FSA Knowledge 
Management 
Procedure, 
FS430633_012 
FSA Service 
Asset & 
Configuration Mgt 
Procedures, 
FS430633_016 
FSA Request 
Fulfilment, 
FS430633_017 
Service Level 
Agreements, 
FS430633_018 
FSA Patching 
Policy Sept 2019 
1.1) 

 
 
• The support partner shall work to the respective 

FSA processes for Acceptance into Service, 
Change management, Incident Management, 
Request Management, Knowledge 
Management, Problem Management, Service 
Asset and Configuration Management, and 
contribute as required for their areas of 
responsibility 

• The support partner shall provide high- and low- 
level design documents for all services and 
solutions. These must be reviewed and updated 
on at least an annual basis and following the 
successful implementation of Changes, in line 
with the FSA knowledge management process 

• The support partner shall contribute to the 
review of services, evaluation, definition, 
execution and monitoring of CSI initiatives, 
ensuring these are appropriately recorded and 
reported against 

• ITIL principles must be followed 
• The support partner will work on the FSA 

ServiceNow instance with respect to all service 
management processes 

• The support partner shall participate in a 
monthly service review and shall report on their 
own performance, including but not limited to 
incident, request, change, problem, asset 
management, Continual Service Improvements, 
Risk, Security, monitoring, SLA performance, 
patching and endpoint compliance and any 
ongoing projects for their areas of responsibility 

• The support partner will work to Service Level 
Agreements as specified in the FSA Service 
Level Agreement document 

 
 
 
 
 
 

Must 
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Description Purpose Priority 

 
 
 
 
 

Storage 

• The Support Partner will be asked to provide 
capacity for a maximum number of working 
devices and maintain stock levels to meet FSA’s 
service levels 

• The Support Partner will be asked to store 
devices for disposal. A minimum level of 50 
devices will need to be stored before collection 
for disposal 

• Secure storage of FSA device 

• The Support Partner must ensure that relevant 
insurance is in place 

 
 
 
 
 

Must 

 
Courier 
Services 

• The Support Partner will be responsible for 
shipping and collection of devices across the 
UK. 

 

Must 

 
 
 
Device 
Disposals 

• FSA has an existing disposals supplier but may 
look to include this in Endpoint Management 
services over the life-time of the contract 

• If required FSA are happy for the supplier to 
utilise the FSA’s existing disposals contract, but 
the Support Partner will be responsible for 
coordination and management of the disposals 
process. 

 
 
 
 
Must 

 
 
Ways of 
working 

• The support partner shall collaborate with the 
relevant FSA groups and other third-party 
support partners in line with the FSA 
collaboration charter, as well as participate in 
any testing and training as required 

 
 
Must 

 
 

Support 
Partner’s End 
User Devices 

• The support partner shall ensure that: 
o FSA Data which resides on an uncontrolled 

support partner device is stored encrypted 
through a process agreed with the FSA 

• Any Device used for FSA data is compliant with 
NCSC End User Devices Platform Security 
Guidance 

 
 
 

Must 

 
 
 
Networking 

o The Support partner will ensure that any 
FSA Data which it causes to be transmitted 
over any public network (including the 
Internet, mobile networks or un-protected 
enterprise network) or to a mobile device 
shall be encrypted when transmitted 

 
 
 
Must 
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Description Purpose Priority 

 
 
Personnel 
Security 

 
• The support partner shall ensure that all 

personnel are subject to the appropriate pre- 
employment checks and any additional vetting / 
national security vetting clearance as required 

 
 
Must 

 
Hosting and 
Location of 
FSA Data 

 
• The Support partner shall ensure that they and 

none of their Sub-contractors Process FSA Data 
outside the EEA (including backups) without the 
prior written consent of the FSA 

 
 
Must 
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Little Fish Qualification Envelope Responses 
 

PROJECT INFORMATION 
Project Code Project Title Project Reference 

project_676 FS430633 - End Point 
Management 

FS430633 

 
ITT SETTINGS 

ITT Code ITT Title ITT Description 

itt_422 FS430633 - End Point 
Management 

 

 

Type of Supplier Access Options for Viewing 
Responses 

Ranking Level Current Awarding 
Level 

By Invitation Only Sealed (parallel opening) Overall  

 

Qualification Envelope Technical Envelope Commercial Envelope 

Yes Yes Yes 
 

Supplier Response Ranking Commercial Envelope 
Strategy 

ITT Status 

No Ranking  Technical Evaluation 
 

Estimated Value of Contract Currency:  

 GBP  

 
 

QUALIFICATION RESPONSES EVALUATION DETAILS (*) 
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Number of Responses 1 

Number of Questions 34 
 
 
 

 
 
 

Supplier LITTLE FISH (UK) LIMITED 

Supplier Evaluation Accepted 

Acceptance or Rejection Notes  
 

Section Name 1.1 Service Qualification Questions 
 

Note Note Details 

1.1.1 Service Qualification 
questions 

If you answer No to any of the below Service qualification questions please do 
not respond to this Invitation to Tender. 

Response 

 
 

Question Description 

1.1.2 1 
Please confirm you have demonstrable experience of using Microsoft Autopilot 
and Endpoint Manager (aka Intune) to manage Windows and Mobile devices. 

Response 

Yes 
 

Question Description 

 
1.1.3 2 

The Support Partner will use FSA’s ServiceNow service desk solution as the 
primary ticketing service and will work with all other disaggregated FSA Support 

Partners. Please confirm you accept this. 

Response 

Yes 
 

Question Description 

 
1.1.4 3 

Please confirm that you are structured and equipped to support end user 
devices in a Remote First organisation with limited use of FSA office space. 

Response 

Yes 
 

Question Description 

1.1.5 4 
Please confirm that you can provide secure storage at a registered premise for a 

maximum buffer stock of 180 devices. 

Response 

Yes 
 

Question Description 

1.1.6 5 Please confirm you have experience working in a multi-Supplier model. For 
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Question Description 

1.1.6 5 
example, dependant on other Suppliers while those Suppliers also have 

dependencies on you as our Support Partner. 

Response 

Yes 
 

Question Description 

 
1.1.7 6 

Accessibility - The supplier will ensure that all services and documentation meet 
accessibility standards (currently WCAG 2.1 AA) for their area of responsibility. 

Please confirm you accept this. 

Response 

Yes 
 

Question Description 

 
1.1.8 7 

Service Availability - Availability of services will be on a 24 hours a day, 7 days a 
week, 365 days a year basis, except where specified with FSA agreement. Please 

confirm you accept this. 

Response 

Yes 
 

Question Description 

 
 

1.1.9 8 

Working Hours - The supplier will provide a 24/7/365 service, including core or 
‘working’ hours 7:00am to 8:00pm Monday to Friday , and non-core 8:01pm to 6: 
59am Monday to Friday plus weekends and bank holidays. Please confirm you 

accept this. 

Response 

Yes 
 

Question Description 

 
1.1.10 9 

ITSM Toolset (ServiceNow) - The supplier will work within the FSA's ServiceNow 
instance with respect to all service management processes. Please confirm you 

accept this. 

Response 

Yes 
 

Question Description 

1.1.11 10 
ITSM Toolset (Snow) - The supplier will work with FSA's Snow instance for 

software asset management. Please confirm you accept this. 

Response 

Yes 
 

Question Description 

 
 

1.1.12 11 

Insurance - The Supplier must ensure that relevant insurance is in place to 
protect FSA Assets in their storage facility. The supplier is to acknowledge full 

liability once they are in receipt of any FSA devices. 
Please confirm you accept this. 

Response 

Yes 
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Question Description 

 
1.1.13 12 

Shipping - The Supplier will provide and manage courier service for deployment 
and return for all end user devices. 

Please confirm you accept this. 

Response 

Yes 
 

Question Description 

1.1.14 13 
Resource - The supplier will provide a named Service Delivery Manager. 

Please confirm you accept this. 

Response 

Yes 
 

Section Name 1.2 Security Qualification Questions 
 

Note Note Details 

1.2.1 Security Qualification 
Questions 

If you answer No to any of the below Security qualification questions please do 
not respond to this Invitation to Tender. 

Response 

 
 

Question Description 

 
 

1.2.2 11 

Networking - The Supplier will ensure that FSA Data which needs to be 
transmitted over networks (including the Internet, mobile networks or un- 

protected enterprise network, mobile device) shall be encrypted when 
transmitted. Please confirm you accept this. 

Response 

Yes 
 

Question Description 

 
 
 

1.2.3 12 

Personnel Security - All Supplier Personnel will be subject to a pre-employment 
check before they  participate in the provision and or management  of this 

Service. Such pre-employment checks must include the HMG Baseline Personnel 
Security Standard including: verification of the individual's identity; verification of 

the individual's nationality and immigration status; and, verification of the 
individual's employment history; verification of the individual's criminal record. 

Please confirm you accept this. 

Response 

Yes 
 

Question Description 

 
 

1.2.4 13 

Personnel Security - The Supplier will work with FSA to determine if any roles 
that require additional vetting and a specific national security vetting clearance. 

Roles which are likely to require additional vetting include system administrators 
whose role would provide those individuals with privileged access to IT systems. 

Please confirm you accept this. 

Response 

Yes 
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Question Description 

 
 

1.2.5 14 

Identity, Authentication and Access Control - The supplier will provide an access 
control regime that ensures all users and administrators of the Supplier 

System/Service are uniquely identified and authenticated when accessing or 
administering the Services. Please confirm you accept this. 

Response 

Yes 
 

Question Description 

 
 
 

1.2.6 15 

Identity, Authentication and Access Control - The Supplier will apply the ‘principle 
of least privilege’ when setting access to the Supplier System/Service so that 

access is set for only parts of the Supplier System/service they and FSA users and 
other suppliers require. Please confirm you accept this. 

Response 

Yes 
 

Question Description 

 
 

1.2.7 16 

Event Logs and Protective Monitoring - The Supplier shall collect audit records 
which relate to security events that would support the analysis of potential and 
actual compromises. The Supplier will take a protective approach to reviewing 

these audit records. Please confirm you accept this. 

Response 

Yes 
 

Question Description 

 
 

1.2.8 17 

Hosting and Location of FSA Data - The Supplier shall ensure that they and none 
of their Sub-contractors Process FSA Data (including data used in the 

management of the service in their own system) outside the EEA (including back 
ups) without the prior written consent of the FSA. The Supplier must also provide 

the locations within the EEA where data is stored. Please confirm you accept this. 

Response 

Yes 
 

Question Description 

 
 
 
 
 
 

1.2.9 18 

Malicious Software - If Malicious Software is found, the parties shall cooperate to 
reduce the effect of the Malicious Software and, particularly if Malicious Software 
causes loss of operational efficiency or loss or corruption of FSA Data, assist each 

other to mitigate any Losses and to restore the Services to their desired 
operating efficiency. 

 
The supplier will deploy a tool to protect the service from malicious software. The 
supplier will monitor and mange the alerts and if malicious software is found the 

supplier will be responsible for managing the incident and removal in line with 
NCSC guidelines. 

 
Please confirm you accept this. 

Response 

Yes 
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Question Description 

 
 
 

1.2.10 19 

Secure Architecture - The Supplier will ensure services are designed in 
accordance with the NCSC "Security Design Principles for Digital Services", a copy 

of which can be found at: https://www.ncsc.gov.uk/guidance/security-design- 
principles-digital-services-main; 

 
Please confirm you will accept this. 

Response 

Yes 
 

Question Description 

 
 

1.2.11 20 

Secure Architecture - The Supplier will ensure services are designed in 
accordance with the NCSC "Bulk Data Principles", a copy of which can be found at 

https://www.ncsc.gov.uk/guidance/protecting-bulk-personal-data-main. 
 

Please confirm you accept this. 

Response 

Yes 
 

Question Description 

 
 

1.2.12 21 

Secure Architecture - The Supplier will ensure services are designed in 
accordance with the NCSC "End User devices", a copy of which can be found at 

https://www.ncsc.gov.uk/collection/end-user-device-security 
 

Please confirm you accept this. 

Response 

Yes 
 

Question Description 

 
 
 

1.2.13 22 

Secure Architecture - The supplier will ensure services are designed in 
accordance with the NSCS "Cloud Security Principles", a copy of which can be 

found at: https://www.ncsc.gov.uk/guidance/implementing-cloud-security- 
principles 

In particular principles 1 and 2. 
 

Please confirm you accept this. 

Response 

Yes 
 

Question Description 

 
 

1.2.14 23 

Endpoint Protection - The Supplier will ensure USB external interface protection 
is implemented which meets our user needs for allowed devices. 

 
Please confirm you accept this. 

Response 

Yes 
 

Question Description 

1.2.15 24 Endpoint protection - The Supplier will implement app locker to protect against 

http://www.ncsc.gov.uk/guidance/security-design-
http://www.ncsc.gov.uk/guidance/protecting-bulk-personal-data-main
http://www.ncsc.gov.uk/collection/end-user-device-security
http://www.ncsc.gov.uk/guidance/implementing-cloud-security-
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Question Description 

 
1.2.15 24 

unauthorised and malicious software. 
 

Please confirm you accept this. 

Response 

Yes 
 

Question Description 

 
 

1.2.16 25 

Principles of Security - The Supplier shall be responsible for the confidentiality, 
integrity and availability of FSA data whilst it is under the control of the Supplier 

and consequentially the security of the system/service. 
 

Please confirm you accept this. 

Response 

Yes 
 

Question Description 

1.2.17 26 Certification - Please confirm you have Cyber Essentials PLUS. 

Response 

Yes 
 

Question Description 

 
 

1.2.18 27 

Assurance - the Supplier will create an information Security Management 
Document Set to document how they will comply with the specific FSA security 

requirements to be approved by the Head of Security at the FSA. 
 

Please confirm you agree to this. 

Response 

Yes 
 

Question Description 

 
 

1.2.19 28 

Incident and Breach Management - reporting - If the Supplier becomes aware of 
a Breach of Security covering FSA data (including a Personal data breach) the 

Supplier will inform the FSA at the earliest opportunity. 
 

Please confirm you accept this. 

Response 

Yes 
 

Question Description 
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1.2.20 29 

Vulnerabilities and Patching - the Supplier shall deploy security patches for 
vulnerabilities in the service within: 3 days after the release for High 

vulnerabilities, 14 days after release for Medium and 30 days for low. 
Please confirm you accept this. 

Response 

Yes 
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Little Fish Operational Response 
 

TENDER FS430633 Endpoint Management 
      

Section 1: Device Management – 30% 

A Manage the provisioning of end user devices, including laptops, tablets, thin client 
devices and mobile phones, for issue to FSA staff. This will include receipt of devices 
from our hardware provider, storage of buffer stock and pre-enrolment ahead of 
dispatch to end users. Ensure that provision and support of user endpoints is, on an 
ongoing basis, targeted towards a diverse, remote and home-based workforce with no 
requirement to attend FSA offices for the issue of equipment or resolution of 
incidents and requests. 
Q1 - Describe your experience of deploying Windows devices to a predominantly remote 
working organisation. Your answer should include a description of how you initially 
deployed the devices and how you support end users on an ongoing basis – 15% 

 
Littlefish has extensive experience of provisioning end user devices in a remote working 
organisation, both prior to the current global pandemic and further during the past 9 
months as our customers’ workforces have moved to a predominantly remote working 
model. We work across a range of technologies, integrating with 3rd party and sub- 
contracted suppliers, to deliver a seamless device provisioning service that operates without 
the need for attendance or presence at customer offices. 

 
For the Care Quality Commission (CQC, the independent regulator of healthcare and adult 
social care services in England) Littlefish consulted, designed and delivered a project to 
migrate from CQCs existing Microsoft System Center Configuration Manager (SCCM) 
environment to Microsoft Endpoint Manager (formerly Intune) for the management of over 
7,000 devices (4,000 laptops/desktops, and 3,000 mobile devices). This delivery included 
the migration of the devices from the original Microsoft SCCM platform to Endpoint 
Manager including the design and delivery of a new Windows 10 experience utilising 
Microsoft Modern Management policies (replacing almost 1,000 legacy group policies) and 
the remote zero touch delivery of devices to 4,000 remote users whilst still ensuring that 
CQC could deliver their critical service during the Pandemic. 

 
The CQC project was delivered in a 3 stage approach, with the initial stage being the creation 
of a hybrid environment so that SCCM and Endpoint Management could work together. The 
second stage of the delivery was the migration of workloads from SCCM across to Endpoint 
Manager (e.g. device patching, application distribution, reporting) along with the 
onboarding of the mobile devices, followed by the final stage which was the delivery of the 
new Windows 10 experience (using modern management policies) and autopilot capability. 

 
For Janes (an intelligence company specialising in military, national security, aerospace and 
transport topics) Littlefish designed and built a completely new end user platform 
incorporating Microsoft Endpoint Manager and Autopilot and the rollout of devices to all 
corporate users located across the globe. Janes chose Dell as the vendor who pre-registered 
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devices into Microsoft Endpoint Manager. Deployment followed two models dependent on 
whether the device was destined for a UK (c250) or overseas (c150) user. First, UK devices 
were shipped to a Littlefish partner who provided a white glove service to pre-load machine 
policies prior to shipping to end users, to reduce the time before each device became fully 
operational, thereby streamlining the user experience. Devices in non-UK locations went 
through the same process, handled by local, vendor-assigned (and managed) distributers to 
provide the white glove service. 

 
During the Janes rollout, one of the white glove providers chose to deploy their own W10 
image to each device as a means of improving efficiency by negating the need for machine 
policies to load when the device was powered up and connected to the internet. Feedback 
from this provider however was that this added time and complexity and no overall benefit 
to the project. 

 
In the case of both CQC and Janes, applications were deployed via pre-packaged applications 
registered within Microsoft Endpoint Manager, deployed as part of the Autopilot setup once 
delivered to the target user, or loaded as part of the white glove process where applications 
were deployed through machine (rather than user) policy. Further options were available, 
for example to extend the white glove service to include loading of user policies to add 
further efficiency and productivity gains once the user receives their device. This can be 
provided as a staging process, suitable where devices are stored post-shipping from the 
vendor, or alternatively provided by the vendor prior to shipping directly to the end user. 

 
We provide ongoing support for remote workers using a combination of customer-provided 
tools and our own toolset (where customer tooling not available or where it is more 
appropriate to do so), for example Littlefish Labs that includes the Datto RMM tool for 
remote monitoring and management. All Littlefish tools have the advantage of providing 
secure device management with only the need of an internet connection. This is particularly 
beneficial where users are unable to connect to a corporate VPN but do have a working 
internet connection, allowing us to troubleshoot and resolve issues remotely without 
needing the user to travel into an office location in order to ‘connect’ to the corporate 
network. 

 
Note: Littlefish has included in our proposal costs for pallet storage for up to 450 devices 
(including devices stored for disposal), up to a maximum of 4 pallets. Additional pallets will 
incur additional charges. 

Q2 - Describe your experience of deploying and supporting Android and IOS mobile devices 
for a predominantly remote working organisation. – 15% 

 
Whether remote or not our experience of deploying and supporting user mobile devices 
relies heavily on two things in order to be a success: 

 
- A coherent and proven Asset Management process that covers the asset lifecycle from 

provision to disposal. This includes the ability to work in a multi-supplier hardware 
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model. In the case of mobile phones there is the extra consideration of coordinating the 
delivery of SIM cards supplied by a mobile network provider with the delivery of the 
mobile device to any UK location within the timeframes defined in FSA’s supporting SLA 
document. 

- Mature tooling in terms of FSA’s ITSM and automated workflows (using ServiceNow 
terminology) and HR toolset interfaces for starters, leavers and faulty device 
replacements. User experience is enhanced if they are frequently kept updated on the 
progress and delivery of their device(s). The accuracy of the CMDB is critical to this part 
of the process, tracking stock levels, warranty periods, identifying which users have 
what assets, when assets are end of life etc. 

 
The process that triggers the request to deploy a mobile device is important because (while 
intentionally presented to the user in a simplified manner) it kickstarts what is often a 
complicated set of actions and activities. If FSA’s Service Catalogue is configured to capture 
and record all pertinent information up-front, it will enable easier problem solving if 
required as accurate data in the CMDB will support the investigation purposes. 

 
Littlefish has supported existing customers such as the National Audit Office (NAO), who by 
the nature of their business continually push Littlefish to provide an efficient and 
comprehensive asset control process. We have helped the NAO design and deliver a cradle- 
to-grave user experience process that encompasses mobile device provision. This process 
was recently updated to remove any onsite engineering requirements in light of the Covid- 
19 pandemic. 

 
Remote users do not have a quick fallback option of asking for help from their peers and 
colleagues working in their immediate environment. That is especially true for new starters 
who rely very heavily on the effectiveness and efficiency of the elements bulleted above, as 
well as Littlefish’s ability to get them up and running on their new device or replace a faulty 
device quickly with minimal impact to their productivity. In our experience, basic training is 
an effective part of the Starters process that should remain ‘open’ until all aspects of a new 
starter’s IT equipment are confirmed as working. Training provides guidance for new users 
on how to contact FSA’s Service Desk should they encounter issues with IT equipment or 
services, which may include self-serve in the case common issues or FAQs. Noting that this is 
currently delivered by the Littlefish onsite engineer and that this model for permanent site- 
based resource is no longer required we recommend that the FSA continue to provide this 
service via the Service Desk as part of the upcoming tender process. 

 
One-to-one training or handover also provides assurance to remote users that all of their 
questions or concerns relating to remote working have been answered, for example in 
relation to Wi-Fi instability, tethering, and mobile data. Again, covering these areas 
proactively as part of device handover has proven to be a success for other Littlefish 
customers and reduces future ‘load’ on the Service Desk and downstream resolver groups. 

 
At the other end of the scale during the Covid-19 pandemic Littlefish have experienced 
remote users having a propensity not to return devices when they exit an organisation. This 
places extra burden on the IT services through having to locate devices to be returned 
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before accounts are closed down. This can be alleviated by correct configuration of the 
Leavers process and creation of supporting workflows and tasks within the ITSM system 
such that CMDB reports can be used to readily identify assets that are due to be, or have not 
been, returned. 

 
Littlefish currently resolves 99% of Incidents across all Customers remotely. The 
architecture underpinning tools such as Littlefish Live and Lens (detailed in other answers 
in our proposal) has been designed to enable remote support and management of devices 
with users needing only an internet connection (VPN or direct connection to the corporate 
network are not required). These tools support swift, first contact resolution, and remove 
the need for an FSA user to enter an FSA office in order to receive any operational support 
for their mobile device. 

 
Finally, the enrolment of mobile devices in a mobile device management tool such as 
Microsoft Endpoint Manager (formerly Intune) is critical to their ongoing remote support, 
from security configuration including MFA and compliance reporting (in monthly Service 
Reviews for example) to inventory management and the remote wiping of FSA data on lost 
devices. Littlefish helped design and implement a remote-first process for FSA as part of the 
Autopilot engagement, using Microsoft Endpoint Manager to enforce OS updates to enrolled 
devices via the associated management tool, such as Apple Business Manager for iOS 
devices. 

Q3 - Describe how you would take over the management of the thin client devices that are 
currently deployed to c 200 meat plants and how you will approach the deployment of 
equipment to new sites (c 2 per year) – 15% 

 
As the incumbent service provider for Endpoint Management services Littlefish will 
continue to delivering existing services to manage thin client devices currently deployed to 
the meat plants. Predominantly Dell Wyse terminals that connect to the Windows Remote 
Desktop Service (RDS) platform, we will manage both RDS and Wyse Thin-OS using the tools 
provided by FSA. Ongoing support and management will be facilitated by existing skills 
within the Littlefish Endpoint Management teams, and knowledge artefacts, both user facing 
and those used for internal support operations. 

 
We recognise that with the move to Windows Virtual Desktop (WVD) and the introduction 
of iGel devices into the estate these will form part of the future support requirement (noting 
that at time of writing iGel support is pending acceptance into service). 

 
Littlefish will fully manage the platforms delivering the virtual desktop environments to thin 
client devices. This will include OS and application patching and management of Microsoft 
Endpoint Protection. 

 
We will interface with other suppliers in the Service Ecosystem as required, for example 
Cloud Infrastructure Management or Connectivity Management where complex issues 
require collaboration between resolver groups to effect a swift resolution. 
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We will work with FSA to define a process for deploying new thin client devices into new 
sites. We will have the facility to store devices off-site, as is anticipated based on the 
information provided in the Service Requirements documentation, allowing FSA to call off as 
required, with Littlefish managing logistics. Equally we would support FSA in adopting a 
zero touch strategy, enabling the shipping of new devices direct from vendors to the target 
site(s). This approach would reduce both storage and shipping charges, however 
consideration would need to be given to asset tagging if required for thin client devices. 

B Proactive management of the device provision to ensure all staff members devices 
needs are met without delay. 
Q4 - How will you minimise the deployment time to end user for device requests? – 5% 

 
End user awareness and access to the FSA’s Service Catalogue are both key elements to the 
start of a successful device request process along with working integrations between FSA’s 
ServiceNow instance and HR tooling. With available stock, aligned supplier chains and a 
proven request fulfilment process, deployment times for end user device requests can be 
minimised. Especially when complimented with automated workflows in ServiceNow. 

 
Littlefish will perform a review of the current form(s) that users fill in to request new 
devices to ensure that all relevant information is captured. This includes current 
integrations with (or options to improve) HR tooling and Active Directory when considering 
new starters as well as management and budgetary approval steps. 

 
A review and baseline of current stock levels would also be required to confirm that they are 
in line with the FSA’s supporting ITT Specification documentation and device volumes 
appendices. Assuming the FSA wholly own the procurement process this might require 
focus at the start of the contract to work with the FSA to purchase, and align device stock 
and the automated thresholds and triggers within ServiceNow on stock levels. It is 
important that SIM cards are delivered with mobile devices, including tablets with enabled 
mobile data. The FSA may want to consider buffer stock of SIMs from a number of network 
providers in case there is past history of coverage issues for the FSA’s more rural locations. 

 
While FSA might own ‘procurement’, a deeper understanding of that process and the teams 
involved (with regards to any bonded stock agreements in place for example) would be 
useful for Littlefish. The Asset Management process will need to align with the chain of 
device delivery and location. This understanding allows stock triggers to contain pertinent 
information and be escalated at the right level to the right team before it becomes a user- 
facing problem. 

 
Reporting as part of monthly service reviews is also an important sanity check to ensure 
stock does not drift to levels that may jeopardise provision times. Trending on and 
understanding Service Requests dedicated to device provision is another mechanism that 
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Littlefish will utilise to proactively understand where delays might occur. Finally, change 
needs to be managed. As part of strategy and roadmap sessions, Littlefish would expect to 
be a key player in decisions to alter the Service Catalogue (if new hardware is to me made 
available to end user for example) and what that means to each step of the provision 
process. 

 
Where possible Littlefish will operate to a ‘next working day delivery’ model, where 
requests for new devices or a device replacement is made before 12:00. This will allow time 
for us to meet the FSA’s requirements:- 
- Point of request to delivery to the user = 5 working days 
- Priority replacement device (i.e. the user’s current main device is not functional and 

they are unable to work). Point of request to delivery to the user = 2 working days 
 
In Littlefish’s experience ‘quick provision’ always ensures that stock levels never fall to 0. 
This relies on pragmatism where large orders are expected that might otherwise reduce 
stock to volumes that endanger delivery time service levels. Commercial Question #6 covers 
“What is a project”. Any work that will singularly decrease stock levels significantly is likely 
to be a project and as such the project should plan accordingly to avoid impacting 
contracted SLAs to provision new or swap existing user devices. 

Q5 - Describe how you will support users and in particular new staff members in 
understanding the use of the device and embedding this knowledge? –5% 

 
To maximise on the FSA’s technology investment and ensure users are and remain 
productive requires sound knowledge on how to use their devices, and the ability to access 
help and support when needed. Littlefish will play a fundamental part in ensuring suitable 
knowledge is captured and available for both users and support personnel, when required. 

 
The first point of contact, where a user initiates a support request via phone or chat, will be 
the Service Desk. The Littlefish Endpoint Management service will provide a service to 
create and maintain relevant documentation in line with the FSA Knowledge Management 
Process. This will include both support articles for use by the Service Desk to refer to while 
supporting end users directly, as well as customer facing documentation, for example in the 
form of FAQ, ‘how to’ articles and ‘tips and tricks’, for users wishing to self-serve. 

 
In what we recognise is a changing and ever-evolving technical landscape for the FSA’s 
users, parallel evolution and maintenance of knowledge artefacts will be crucial to maintain 
support effectiveness and efficiency, as well as user confidence that their IT support services 
are always ready and able to support them when required. This is particularly important for 
new users who, having a positive experience the first time they seek support, will have to 
confidence to seek support again, knowing that their request for support will be handled 
effectively. As such, Littlefish Knowledge Management will interface with our Service 
Integration function to ensure that as new services and technologies are introduced, 
accompanying knowledge documentation is provided as part of the Acceptance into Service 



DocuSign Envelope ID: 865A5503-9CB8-418E-ADAA-36BB70A7D495 

15 
RM3804 Order Form v4 - August 2019 

 

 

 
process. Again this will inspire the confidence required for those users not naturally 
inquisitive or comfortable with new technology to seek help when required, knowing they 
will be supported in not only using their technology, but also getting the most out of it. 

 
In support of new users, we can provide handout sheets for specific devices or End User 
services they will consume. This collateral will provide a helpful starting point for unfamiliar 
technologies, in addition to more general material such as how to log an Incident or Service 
Request. In addition, through our on-demand on-site engineering capability we can offer a 
white glove service for VIP users should a more in-depth or personal approach to new user 
onboarding be required. 

 
As part of Littlefish project delivery we can include, where suitable knowledge doesn’t 
already exist, ad-hoc training sessions for key staff to familiarise them with new 
technologies or solutions to help with embedding knowledge that can then be cascaded 
within support teams, such as the Service Desk. 

 
Further support can be arranged if required in the form of ad-hoc tech bars or drop-in 
support, for example in support of wide-scale rollouts affecting multiple users at larger FSA 
sites. 

C Store and issue a buffer stock of devices, delivered by FSA’s hardware suppliers, and 
issue these direct to users’ home or corporate addresses. 
Q6 - Describe how and where you will store and issue a buffer stock of devices, delivered by 
FSA’s hardware suppliers, and issue these direct to users’ home or corporate addresses. – 
15% 

 
 
All FSA devices will be stored in mainland UK by a Littlefish technology distribution partner 
who provide a similar service for a number of our existing customers including Janes (500 
users) and the London Borough of Croydon (4500 users, a large proportion of which are 
home based or ‘on-foot’ about the borough). 

 
Assuming appropriate stock levels, processes and tooling that support and manage asset 
movement (as covered in other areas of our response) the process of issuing devices direct 
to users’ homes or corporate address is as follows:- 
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Couriers are used to dispatch individual (or consignments of) IT equipment direct to users 
or corporate addresses using location data captured by FSA’s ServiceNow instance - 
ServiceNow being the source of record for every FSA device movement. This data may be 
gained as part of the Starters process or completed directly by a user or FSA’s Service Desk if 
a faulty device requires replacement. Delivery documentation is provided to consignees and 
couriers, with proof of signed delivery recorded in ServiceNow. From a delivery process it 
ends there, however the full provision process is not completed until users are set up on 
their new equipment. 

 

If stock levels fall below agreed thresholds the process is:- 
 
 

 

 
Devices delivered by FSA’s hardware suppliers to Littlefish is reconciled against information 
in the delivery manifest. If accurately described, and the weights, labels, marks and piece 
count indicated are verified it is then verified against purchase or delivery orders as 
appropriate. Drivers delivering or receiving goods are positively identified before any 
equipment is received or released. 

 

Our storage partner is ISO 27001 accredited and their facilities incorporate key Centre for 
the Protection of National Infrastructure guidance for physical security with appropriate 
insurance. This includes: 

 
1. Building constructed of materials that resist unlawful entry and protected by 

outside intrusion. Maintained by periodic inspection. 
2. Remote manned 24x7 CCTV surveillance both external and internal throughout 

the facility. 
3. Access control systems to all external and internal windows, doors, gates and 

fences. 
4. Good lighting in all areas both inside and outside including all entrances, exits, 

storage areas and parking areas. 
5. Security personal conduct regular walk throughs on a daily basis to check on daily 

processes in a means to monitor the facility. This is not scheduled to a time table. 
6. Processes in place to:- 

a. Positively identify and control the movement of all persons on site. 
Everyone on site is required to have and display a security badge 
certifying their approval to be on site. 
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b. Register and account for all non-company employees onto the site (sign in, 

sign out procedures). Visitors must possess photo identification for 
documentation purposes upon arrival. Visitors will visibly display 
temporary identification 

c. Provide access through one door only for all members including visitors 
and guests. Guests and visitors are accompanied in all areas deemed 
sensitive. 

d. Ensure everyone entering and leaving the premises go through security 
checks carried out by security personnel. Procedures in place to identify, 
challenge and address unauthorised/unidentified persons. 

7. All internal computer systems are security protected to ISO 27001 standards 
8. Steel security doors on external entry and exit to provide additional levels of 

protection incorporating various locking systems, drill and impact proof. 
9. Deliveries are made to specific secure delivery points. 
10. Security cages are utilised for internal security for storage of hardware providing 

additional security. The keep items separate, those destined for Disposal will be 
placed in a separate secured area designated to FSA equipment. 

11. Facility protection systems, such as fire suppression and alarm systems, 
hazardous gas detection systems are secured and monitored for unauthorised 
tampering. The integrity of such monitored alarms are periodically tested. 

12. Parking of private passenger vehicles prohibited in or adjacent to handling and 
storage areas. Visitor parking is separated from employee parking areas. 

13. Standard operating procedures are in place to ensure that all documentation and 
operational requirements are being followed and adhered to in a consistent 
manner. 

14. Documentation is provided to freight forwarders, carriers, consignees by secure 
means of transmission. Documentation control includes safeguarding computer 
access and information. Management has review of process and corrective actions 
taken if any of the guidelines are not followed. 

 

Our chosen partner is also an IT supplier and reseller should the FSA wish to purchase IT 
equipment at a preferential rate through Littlefish at a future point in time. 

D Be responsible for the replacement and decommission of end user devices, 
including retrieval from plants, corporate offices and from users’ home address and 
storage pending reissue or disposal. 
Q7 - Describe how you will replace and decommission end user devices, including retrieval 
from plants, corporate offices and from users’ home address. – 15% 

 
As mentioned in Question 6, replacement stock will be held in mainland UK by a Littlefish 
technology distribution partner who provide a similar service for a number of our existing 
customers. 
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As before, assuming appropriate stock levels, processes and tooling that support and 
manage asset movement (as covered in other areas of our response) the process of 
replacing and decommissioning devices direct to/from users’ homes or corporate address is 
as follows:- 

 

 
 
To reduce impact to users who have a faulty device and require a priority replacement, if the 
Service Desk are unable to satisfactorily resolve their issue then the ‘Request for Item’ 
process should be followed in parallel. 

 
Couriers are used to collect individual (or consignments of) IT equipment direct from users 
or corporate addresses using location data captured by FSA’s ServiceNow instance, 
ServiceNow being the source of record for every FSA device movement. This data is typically 
gained as part user interaction by the Service Desk as well as from associated user location 
data in the CMDB. Littlefish would recommend that users are pointed at guidance with 
regards to removing and packaging the device(s) to be returned or decommissioned (on 
FSA’s intranet for example). Delivery documentation is provided to consignees and couriers, 
with proof of signed delivery recorded in ServiceNow as devices leave FSA premises and 
user’s homes and are received by Littlefish. From a delivery and return/collection process it 
ends there. However the full provision process is not completed until users are fully set up 
on their new equipment in the case of a replacement. Similarly, a decommission (if triggered 
by the Leavers process) remains open until all FSA devices associated with that user are 
confirmed as received. 

Q8 - How will you identify, and agree with FSA a process of assessment to ascertain whether 
a device can be re-issued after repair or swap-out or whether it must be disposed of? – 15% 

 
 
To identify if a returned user device can be re-issued Littlefish would need to work with 
both the FSA and their Service Desk provider to agree simple but encompassing technical 
triage. The steps followed would be different depending on the device type. During first user 
contact our suggestion would be to focus on minimising the return of devices and take time 
to fully explore if the user’s issue(s) can be fixed remotely as this will be the most effective 
and least impacting solution for the affected end user. This may involve utilising remote 
assistance services such as ‘Littlefish Lens’ to progress deeper investigations using 
augmented reality technologies via the user’s smartphone. Where a device needs to be 
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returned (e.g. hardware failure), the information gathered and entered in to the service 
request generated during the triage process is key for onward troubleshooting by Endpoint 
Management engineers that will lead a decision on the health of the device. 

 
By also understanding the FSA’s hardware roadmap we would ascertain where the device 
lays within its lifecycle using information in the CMDB (it may be close to end of life for 
example) as this will drive decisions in regard to factors such as the device being Beyond 
Economical Repair (BER) in the event of new hardware being required. FSA may also not 
want that particular device to go back in to good stock if a refresh project is underway or the 
device is not supporting Evergreen principles and initiatives. This level of detail needs to be 
furnished to all suppliers involved in the process and decision to re-issue, repair, swap-out 
or dispose. 

 
The impacted user would be instructed to return the device which is tracked until it is 
received by Littlefish. The next step would involve a physical inspection of the device to 
ensure there is no material damage or damage that could be a health and safety risk. The 
assessment would also involve the device being checked that it is technically performing as 
expected. Any issues that are deemed within a warranty repair and there is warranty left on 
the device would be processed for repair with the manufacturer and then returned to good 
stock (with associated stock level updates through asset management). 

 
If the device is outside of warranty repair, or accidental damage is present on the device 
then this would be individually quoted for and approval would be sought from the FSA to 
progress the repair. If the repair is not deemed to be economical, the device would then be 
processed for disposal. 

 
Alongside a device triage and lifecycle policy review, technologies such as Digital Experience 
Monitoring (DEM) can assist in identifying poor performing assets within the business 
against the demands being placed on the device by the end users. This will assist the FSA in 
making more informed decisions on the re-usability of a device (or collection of devices, e.g. 
a particular make & model) against demand. An example here could be a device no longer 
being sufficient to be re-issued to a power user (e.g. developer), however the device could 
be used for a different role/persona. 

 
Like all IT equipment logistics, asset management plays a key part in ensuring devices are 
kept updated on their location and state so accurate stock levels can be maintained. 

 
Key to the process we agree with FSA is speed the impacted user should be offered a new 
device at the point the Service Desk and Endpoint Management resolver are unable to 
reinstate normal service for them. In essence the Repair? Re-Issue? Swap-Out? Dispose? 
question is answered in parallel to minimise user disruption. 

 
Note: Littlefish assumes that vendor warranties on Windows 10 devices includes the 
provision of a pre-installed version of Windows 10, for example following the replacement 
of a failed hard disk, without the need for an image to be deployed to the replacement hard 
disk by Littlefish. 
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Section 2: Operational Asset Management – 10% 
A Manage the lifecycle of assets for both hardware and software, ensuring 
appropriate asset control, management of the asset / CMDB records for assets in 
ServiceNow and SNOW, stock and licence management, allocation and distribution of 
assets through request fulfilment, Audit of asset records to ensure accuracy and 
compliance, license harvesting, control of unused assets and advising the FSA in the 
planning for replacement of End of Life Assets. 
Q9 - Describe how you will manage the hardware and software asset lifecycles. – 50% 

 
Your answer should outline how you will ensure appropriate asset control, management of 
the asset / CMDB records for assets in ServiceNow, stock and licence management, 
allocation and distribution of assets through request fulfilment, Audit of asset records, 
license harvesting, control of unused assets (e.g. no use recorded for 90 days) and advising 
the FSA in the planning for replacement of End of Life Assets 

 
Further to the Service Asset and Configuration Management (SACM) supporting 
documentation, during Transition there is a requirement for an in-depth understanding of 
FSA’s current hardware and software asset management processes and data within the 
CMDB (including schema and content). This also includes workflows in ServiceNow, 
integrations with SNOW, any automated stock and license thresholds and trigger processes 
with FSA’s preferred procurement supplier (and mobile provider(s)) and the current 
leveraging of tools with regards to discovery options and modules. The maturity and 
efficiencies of existing processes and tools will help shape the Asset Management lifecycle 
for hardware and software Configuration Items (CIs). 

 
A first step of Asset lifecycle management will be to review and evaluate current CMDB 
accuracy. Assuming it is up to date we will work with the FSA to baseline the CMDB using 
available data on Assets and Consumable Assets as defined in FSA’s SACM procedure 
document. If not we will work with the FSA and other suppliers as required on a T&M basis 
to update it appropriately. First and foremost, we will aim to confirm accuracy levels using 
the discovery tool proposed within the ServiceNow ITSM product if this service is available. 

 
These steps are proven to produce a complete inventory of Endpoint assets. Their ongoing 
management and integrity through the service lifecycle is dictated in part by FSA’s Change 
Management process. 

 
Using CMDB data and with the help of internal configurable threshold monitoring and 
reporting, we will monitor software licenses using SNOW and alert the FSA when non- 
compliance is discovered in a manner and route that is suitable. It’s recommended that 
resulting requests and requirements to recover licences are acted upon by the Service Desk 
in the first instance, with Endpoint Management resolver groups acting initially as an 
informed party. This may also require FSA engagement to progress. Similarly, underutilised 
assets, using pre-defined thresholds agreed with the FSA, will be alerted on and harvest 
action taken ; ultimately adding devices and licences back to ‘stock’. 
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As an additional manual validation of the processes, we verify CI information every time an 
Incident or configuration change is enacted for each particular device. This will include 
validation of the software layer to ensure that relevant OS levels match the CI records and 
are also in line with current anticipated version statuses. We have proven that this 
approach, together with annual audit & re-baseline over time, enables us to maintain a 
comprehensive level of accuracy of the CMDB and by extension a working Lifecycle 
management process. 

 
When minimal levels of stock are reached (as defined in the document “FSA Endpoint 
Management Specification”) this will trigger a ServiceNow alert and, in the case of Laptops, 
assign a task to the resolver group responsible for procurement. The workflow (to use 
ServiceNow terms) will continue to confirmation of receipt, CMDB update and closure, 
depending on how the FSA have configured ServiceNow and SNOW. Request fulfilment will, 
in a similar manner, use workflows to gain approval (for restricted software licenses) and 
ultimately provision the asset and re-align levels of stock. 

 

The Starters and Leavers (user onboarding & offboarding) processes are integral to the 
success of well-managed asset control. These processes will require a review by Littlefish in 
terms of current automated workflows in ServiceNow and any working integrations with 
Active Directory and/or FSA HR systems. For example it is important to know whether CI 
assets that may be owned by FSA users are captured by the Leavers process and who is 
responsible for ensuring that FSA staff hand back all IT equipment. It is expected that until 
all user-owned FSA assets are confirmed as received by Littlefish the Leavers process 
remains unfinished. Ultimately this may result in a management escalation, again something 
that is often dictated by a ServiceNow workflow. 

 
Finally, replaced devices or devices deemed beyond economical repair form another 
important part of the asset lifecycle. If a faulty device incident is raised to an Endpoint 
Management resolver queue then the first and obvious next step is to try and reinstate 
normal service for the user as quickly as possible by fixing the device in question. It is this 
activity that will help decide whether the device is under warranty and requires a swap 
(with the aim of placing it back in good stock) or the device cannot be repaired and will need 
a replacement. Both of these activities have distinct processes (workflows within 
ServiceNow) however they have a common aims that Littlefish will own and uphold:- 
- Replacing or fixing the user device quickly and efficiently to resolve the incident within 

SLA 
- Maintaining CMDB accuracy – including available stock levels (and disposal numbers) 
- Placing the device back in good stock where possible or storing the device ready for 

disposal 
 
Littlefish perform Asset Management for a number of Customer but it is generally the 
National Audit Office that are (for obvious reasons) the most mature when it comes to this 
process. Our joint evolution of this process is there for other customers to benefit from. 
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Note: 

• We have assumed that Snow will be used by Littlefish to deliver the service but the 
tool will be managed by FSA. 

• Littlefish are assuming a level of tooling maturity in ServiceNow that lends itself to 
aid and deliver a quality Asset Management service in terms of Hardware and 
Software asset lifecycle management. We would look to work with the FSA in support 
of proposing changes to the ServiceNow configuration to aid further development of 
the Asset Management services. 

• The FSA will need to provide ServiceNow licences for all Littlefish users and our 
subcontractor(s) that require access in order to deliver the service. We have included 
no licence costs in our proposal at this stage but will look to confirm the requirement 
with the FSA as a pre-contract activity. 

B Proactively identify end of life and approaching end if life hardware, operating 
systems and client applications and work with FSA on the decommission of legacy. 
Q10 - How will you proactively identify end of life and approaching end of life hardware, 
operating systems and client applications and support legacy decommission? – 50% 

 
Hardware, along with software, will be proactively monitored and reported each month in 
Monthly Service Report packs as a view of “time-bound” CIs, similar in nature to licenses 
and tokens. 

 
All in-scope endpoint assets should reside in FSA’s CMDB within the ServiceNow tool but 
will require an initial review and baseline to audit, align and agree. Once complete a view of 
Configuration Items (CIs) due for renewal or due to expire can be reviewed to assist the FSA 
in forward planning and financial forecasting, helping answer questions such as:- 
- Where are the risks and costs, now and future? 
- Where is each Asset as defined in the Service Asset and Configuration Management 

(SACM) supporting documentation with regard to its position in the Lifecycle process; 
purchase through to disposal? 

 
A suitable warning period can be agreed and automated within CIs in ServiceNow 
depending on the device types in scope and their roadmap with regards to shelf-life within 
the FSA. We would advise no later than 3 months for devices to trigger an end of life 
workflow. The device report in Service Review packs will provide advanced warning of all 
CIs coming to the end of their life. It is recommended that this view is over 12 months for 
renewal / expiry dates. 

 
In terms of non-standard or bespoke applications becoming end of life there are two ways to 
proactively track and identify decommission requirements:- 
- Ensure service owners input appropriate review and end of life dates in to the 

associated application CIs in order to be consumed by automated workflow triggers and 
related reporting. This often requires a joint venture to identify service owners. 
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- Perform regular audits of standard and non-standard software and their age and scope 

of decommission or replacement. Littlefish would take ownership here and the results 
would again require joint conversations with the FSA. 

 
Operating systems form a core part of Endpoint Management delivery. It would be the 
responsibility of Littlefish to ensure device operating systems are updated to within a 
sensible configuration, such as N-1 as specifically requested by the FSA and defined in NCSC 
standards. Achieved in a similar manner to end of life reporting, but accepted as a 
continuous (such as every 6 months) exercise to pilot and rollout OS feature updates, this 
approach staggers IT risk and spreads the load. 

 
Helping FSA decommission their legacy IT will be part of our technology roadmap and 
strategy sessions. A principle of Evergreen is to continue evolving IT, removing technical 
debt and decommissioning legacy. Support for this work will be provided from Littlefish in 
transformational engagements and will naturally require regular reviews of the Lifecycle 
management process. 

 
Sanitising FSA’s estate for legacy decommission doesn’t end there. We would welcome the 
opportunity to understand, consult on and update FSA’s hardware portfolio and Service 
Catalogue, drawing up device roadmaps for example to standardise and ensure future 
readiness for emerging technologies. Devices also have a natural refresh cadence so we 
would look to understand what might this mean in terms of future budget forecast With 
access to incident data over an extended period of time (where a causal factor is ‘device’), 
together with Digital Experience Monitoring (from a toolset such as Aternity) – the 
information and knowledge will be present on FSA’s estate to make informed decisions 
together on what’s best for FSA users and FSA’s budget. This includes bring your own device 
considerations. Therefore we envisage Evergreen roadmap strategy sessions and regular 
standard vs. non-standard software reviews to forecast decommission requirements and 
moreover acceptance of maintaining technical debt until there is an agreed business case 
that proposes an alternative. 

 
Our continuous review and improvement principle will assist with transforming the 
Endpoint Management service from typical ‘find and fix’ maintenance to ‘predict and 
prevent’ proactive management of FSA assets. This process has helped deliver tangible 
results for Littlefish customer organisations such as the National Audit Office and Farrow & 
Ball. 

Section 3: Operating Systems – 10% 
        A Maintain and support client, mobile and server Operating Systems. This currently includes the following OS: Windows 

10, Windows Server, Android, IOS, Red Hat, Ubuntu and CentOS Linux, Microsoft Hyper-V, Wyse Thin-OS, IGEL 

Q11 - FSA has identified that operating system software should be supported as a collective service, without distinction 
between desktop, mobile and server OS. 

Describe how you will operate, maintain and continually improve an environment that, while predominantly Windows 10, 
also includes Windows Server, Android, IOS, Red Hat, Ubuntu and CentOS Linux, Microsoft Hyper-V, Wyse Thin-OS, IGEL 
– 30% 
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Littlefish currently provide support for over 75,000 endpoints worldwide. These endpoints cover laptops, desktops, mobile 
devices (including tablets), thin clients, and servers. Whilst a number of components and operating systems are common 
across most managed services, our current core supported devices range across: 

 
 
Operating Systems 

 
• Microsoft Windows 7, 8.1, & 10 clients 
• Windows Server 2000, 2003, 2008x, 2012x, 2016, & 2019 
• Enterprise Linux Distributions (RHEL, Ubuntu, CentOS) 
• Apple MacOS & iOS 
• Android 
• Ubuntu 

 
Virtualisation platforms 

• Microsoft Azure 
• Microsoft Hyper-V platform 
• Microsoft Windows Virtual Desktop 
• VMWare ESX platform 
• Citrix XenApp 
• Amazon Web Services 

 
Thin Clients 

• Dell Wyse 
• iGel 
• 10Zig 
• HP 
• Intel NUC 

 
Management Platforms 

• Microsoft Active Directory (AD) and Azure Active Directory (AAD) 
• Microsoft Endpoint Manager (formerly Intune) 
• Microsoft Systems Center Configuration Manager (SCCM) 
• Datto Remote Monitoring and Management (RMM) 
• Paessler PRTG 
• Azure Monitor 
• Thin client management studios (various by vendor) 

 
Whilst each type of device has its own operational characteristics and approaches, they all 
still follow a common model from an ongoing support perspective with each type of device 
needing to be managed in accordance with its vendor-published best practices and support 
lifecycle with continual evaluations. An example here is the Microsoft evergreen adoption 
model, with each supported Operating System and application being subject to a bi-annual 
in-place update which will introduce new features and components. These updates are 
referred to as ‘feature updates’, which run alongside the monthly published ‘quality updates’ 
that cover security and stability enhancements. The same concept of feature and quality 
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updates is also performed on the mobile platforms (Apple iOS & Android) however there 
release cycles are not as consistent from a scheduling perspective – with most feature 
updates only being performed annually, aligned to new device launches. Support and 
lifecycle recommendations for items such as Red Hat Enterprise Linux (RHEL) operates on a 
four phase approach and should be aligned to the procured vendor support subscription to 
ensure compliance. 

 
To try and minimise the overheads associated within a mixed estate, where possible devices 
should be amalgamated onto common management platforms to enable a true view across 
the estate to ensure consistency and security. Aligned to the FSA’s published roadmap, we 
would look to centralise the management of the endpoint devices (Windows 10, Apple iOS, 
and Android) into Microsoft Endpoint Manager to provide consistent policy management, 
application deployment, and reporting from a single cloud hosted service. This platform 
would be configured to ensure that the devices stay aligned to the vendor lifecycle policies 
with built-in compliancy and control reporting, enabling a single pane of glass for lifecycle 
management across endpoint devices. For the server based devices, Littlefish would 
recommend that these are managed via the Azure Monitor and Azure Patch services natively 
available within the Microsoft Azure service. This would then provide a single pane of glass 
for the management, support, and lifecycle compliance reporting of the server devices 
(Windows Server and supported Enterprise Linux variants). 

 
As an additional safeguard Littlefish would also look to utilise our own Littlefish ‘Labs’ 
solution that has been created via the integration of a number of enterprise-level best-of- 
breed Systems Management toolsets. Littlefish Labs would provide governance reporting as 
to the condition and lifecycle status across the FSA laptop/desktop and server devices, along 
with a secure remote control capability. 

 
Along with the key concepts of lifecycle management, each of the supported operating 
systems should be subject to regular review cycles to ensure that the services are still 
aligned to the ever adapting business requirements to provide a model of continual 
evolution within the services to ensure that they stay current and provide business 
advantage in the event of new capabilities or operating efficiencies. 

 
Note: 

• Littlefish assumes that Active Directory Management is out of scope and that it will 
be managed by the Cloud Infrastructure Management supplier. 

• Littlefish assumes that Exchange support and management are out of scope of the 
Endpoint Management service. 

• Littlefish will hand over responsibility for installing, supporting, and managing any 
service applications over and above operating system level to the FSA. 

• Littlefish will need to retain the existing Datto RMM solution deployed to end user 
devices across the FSA estate. 
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        B OS updates, including Windows 10 Service Channel Updates, will form part of the standard service. Ensure that 

Operating Systems, are maintained at N-1, are compliant with meet NCSC Baseline Security standards and that OS 
version updates are rolled out across devices on a schedule to meet this requirement. 

Q12 - With particular reference to Windows 10 Channel Updates, how will you ensure that Operating systems are 
maintained at N-1 while minimising the disruption to end users resulting from the upgrade process. – 25% 

Windows 10 now uses a new model for updates - known as Windows As A Service: monthly 
security and performance patches are bundled into quality updates. Service Packs and new 
OS version releases have now been replaced with Feature Updates; these are released 
approximately every 6 months and contain new OS features as well as including all the patch 
updates since the last feature release. 

Microsoft has replaced the concept of Current Branch and Current Branch for Business and 
introduced a singular channel known as the Semi-Annual Channel. What was known as the 
Long Term Servicing Branch has been replaced by the Long Term Channel as a mechanism 
for receiving Quality and Feature Updates. 

Microsoft now recommend deploying the Semi-Annual Channel as soon as it is released and 
ramping up deployment at business discretion. This is designed to make available new 
services and features as soon as possible. 

Littlefish will work with the FSA to define deployment of the Semi-Annual channel as per the 
update ring approach detailed above and configure the SCCM and Microsoft Endpoint 
Manager platforms (whilst both are managing clients) to manage and deploy updates to 
devices based on this principle. 

Further capabilities in Endpoint Manager can be configured to define a Windows 10 feature 
updates policy to update devices to a specified version of Windows 10 and then freeze the 
feature set version on those devices. Devices still receive quality and security updates that 
are applicable to their feature version. 

The FSA will need to supply details of which users/devices belong to which update ring in 
order to maintain business continuity, and Littlefish can advise on the best approaches for 
targeting specific business units or dividing business units between update rings to ensure a 
safe and phased rollout whilst minimising disruption to end users during the update 
process. This can be further tailored to the FSA’s user’s needs by defining specific update 
hours when updates/upgrades can occur to ensure devices do not update at inopportune 
moments. 

        C Ensure that individual Windows and Linux virtual server Operating Systems (in the Azure IaaS environment supported by 
FSA’s Cloud Infrastructure Management partner) are maintained at N-1, are compliant with meet NCSC Baseline Security 
standards and that OS version updates are rolled out across devices on a schedule to meet this requirement. 

Q13 - How will you ensure that individual Windows and Linux Server operating systems receive regular patches and anti- 
malware updates and meet the required levels of compliance with N-1 and NCSC standards? – 10% 

 
The Littlefish Cyber Security team has a number of mechanisms for receiving, analysing and 
acting upon threat information provided by vendors and the NCSC. These include the Cyber 
Security Information Sharing Partnership (CiSP), a joint industry and government initiative 
set up to exchange cyber threat information in real time, in a secure, confidential and 
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dynamic environment, increasing situational awareness and reducing the impact on UK 
business. 

Littlefish uses this intelligence, as well as our own experience is being an NCSC aligned, 
ISO27001 and Cyber Essentials Plus accredited supplier to configure the server operating 
system update mechanisms available to the FSA (this can be Azure native such as Azure 
Patch or Littlefish tools such as Datto RMM) to deploy the requisite patches and anti- 
malware updates across Windows and Linux operating systems within the timescales 
required to achieve the required levels of compliance. 

The server operating system update process will be agreed during the onboarding process, 
which will include the designated schedules, maintenance windows, approval channels and 
change control procedures (which will include the pre & post requirements, for instance a 
valid backup and post restart service ‘x’ successfully starts). Where the server operating 
system hosts a LoB application, the contacts for the responsible application team for 
external validation (where required/applicable). 

As we have our own internal toolsets (Littlefish Labs), these can enhance the process with 
proactive monitoring and reporting capabilities along with an external validation that the 
patches have been successfully applied. If an issue arises our 24x7 (‘lights on’, UK based) 
operations team will be alerted, and can take manual steps to remediate in order to 
maintain required levels of compliance within the required timescales. 

Littlefish has used this approach to good effect in a number of our other government and 
private sector clients. Littlefish performs Windows Server and Linux Server (Ubuntu and 
Red Hat Enterprise Linux) patching and anti-malware updates for the Care Quality 
Commission (CQC), who have a server estate of circa 110 devices. At Janes (an intelligence 
company specialising in military, national security, aerospace and transport topics) 
we regularly patch their Windows and Linux Server estates – over 40 devices. 

 
 

 
 
 

Q14 - How will you approach server operating system monitoring and ensure the appropriate pro-active action in response 
to errors and alerts? – 15% 

 
Through significant investment Littlefish have integrated a number of best-of-breed toolsets 
to create our Littlefish Labs solution. Labs provides proactive monitoring and management 
for the servers, SANs and network equipment that underpin our customers’ business 
operations. Proactive monitoring allows us to spot deviations from the norm which might be 
a portent of impending downtime or performance degradation. Based on this proactive 
information appropriate remediation can occur to ensure downtime is averted. Where 
downtime or performance degradation does occur, our highly skilled and experienced 
Infrastructure Support team work rapidly to fix the issue. 

 
Littlefish Labs is an in-house developed Infrastructure Monitoring and Management solution 
combining best of breed point solutions with internally written middleware. These are 
presented to the FSA as a single and seamless solution with full auto-ticketing capability into 
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the FSA’s Infrastructure Management Toolset. Utilising Labs, Littlefish will proactively 
monitor the FSA’s server operating system infrastructure to identify and remediate 
infrastructure affecting events. 

 
Availability and performance monitoring 
The following areas will be monitored (and in some cases reported upon) on a 24/7 basis: 

 
• Availability - We will utilise our Labs solution to monitor the availability of all in 

scope FSA server Infrastructure devices. For devices hosting core Line of Business 
(LoB) applications we will also monitor the services that underpin these applications. 
Availability monitoring will be conducted on a real-time basis with notifications 
being auto-logged in Littlefish’s IT Service Management system. This will allow our 
24/7 operations teams to respond quickly to events without the need to be ‘on tool’ 
and using the FSA’s ServiceNow system. Should we need to escalate one of these 
tickets to another resolver within the Service Ecosystem, we will double-key the 
ticket into Service now and allocate accordingly, working with those resolvers to 
define a communication process so that tickets can be returned to Littlefish in a 
timely manner if necessary. Should the FSA require all tickets (not only those passed 
to non-Littlefish resolvers) to be logged into ServiceNow, we would look to build an 
integration between ServiceNow an the Littlefish ITSM system. This we would 
achieve using our current preferred integration platform Perspectium that has 
existing APIs for both ServiceNow and Ivanti, which we use for several customers 
including London Borough of Croydon and CQC. We would be happy to discuss our 
approach in more detail and provide associated costs if required. 

• Operating System Monitoring - We will undertake proactive operating system 
monitoring using Littlefish Labs which will allow for the continual monitoring of FSA 
devices ensuring that maximum availability and performance is achieved. 

 
Recognising the requirement to evolve and improve the availability monitoring service in 
line with a drive towards user experience monitoring we have, as part of our development 
roadmap, invested in Digital Experience Monitoring technologies. Whilst being able to 
monitor base application availability this technology also enables us to monitor and report 
upon the relative performance of any LoB application by simulating typical end-user 
transactions. We would welcome the opportunity to discuss with the FSA in more detail how 
this can be of benefit. 

 
Using our Labs solution we will poll all supported servers for availability on a minute by 
minute basis. Device unavailability, where it occurs, will generate an event in our 
monitoring tool and will be logged into Littlefish’s own IT Service Management system (as 
outlined above). 

 
We will monitor the following Device performance and capacity metrics at the operating 
system level for all supported server devices. Thresholds can be set individually dependent 
on the server or service being provided, however these are typical: 

 
• Bandwidth Utilisation Breach threshold set to 80% 
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• Interface Throughput Breach threshold set to 90% 
• CPU Usage Breach threshold set to 90% 
• Memory Usage Breach threshold set to 80% 
• Disk Usage Breach threshold set to 80% 

 
Due to the flexibility of the Littlefish monitoring platform, further performance and capacity 
related metrics can be monitored on request or as required. Threshold breaches, where they 
occur, will be logged as an appropriately prioritised Incident into the Littlefish IT Service 
Management system for onward management as outlined above. 

 
Event Monitoring 
We will also utilise our Labs solution to monitor FSA’s infrastructure devices for key 
Windows and SNMP events. Events are identified on a real-time basis and auto-logged as 
Incidents dependent on their relative priority. 

 
Reporting 
We can report on all (and more) of the metrics discussed above and can flex to meet the 
needs of individual customers. We will work with the FSA during Service Transition to 
identify which specific metrics are of particular importance before formulating monthly 
Health Status reports. Reports are typically generated monthly, the content of which being 
discussed as part of the monthly Service Review meetings. 

 
The combined approach of proactive management and 24x7 monitoring will minimise 
unplanned downtime for the FSA. Where unplanned downtime does occur our in-depth 
infrastructure skills will be readily available to the FSA in order to ensure that service 
restoration is as rapid as possible. Littlefish’s Infrastructure Support and Management team 
have a wealth of experience of supporting significant sized server environments deployed in 
both on-premise and cloud environments. 

        D Pro-actively monitor all supported hardware and software for end of life and end of support. Advise FSA of, and initiate, 
appropriate remedial actions 

Q15 - How will you pro-actively monitor all supported hardware and software for end of life and end of support and advise 
FSA of, and initiate, appropriate remedial actions? – 20% 

 

 

Littlefish will work in accordance with the FSA Service Asset and Configuration Management 
process in the delivery of Endpoint Management services and in support of the desired 
move from a reactive ‘find and fix’ approach to one of proactive ‘predict and prevent’. In 
following these guiding principles set out by the FSA, success in meeting this requirement 
will be dependent on suitable Configuration Item (CI) definitions and ongoing controls to 
ensure asset data remains an accurate and reliable source of information. During Service 
Transition we will work with FSA to review and if necessary, update asset CI definitions in 
order that we are capturing and maintaining the correct information from the outset. 

 
We will work quickly with FSA to define and establish our internal procedures (that align to 
FSA process). If required this may include a rapid device audit to ensure a solid baseline 
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position is achieved, using a combination of tools at our disposal (and considering the 
current dual deployment of endpoint management platforms) including Endpoint Manager, 
SCCM, and our own Datto RMM tool. We will accommodate for CI ownership, ensuring all CIs 
are assigned an appropriate owner and clear protocols are defined for updating CI records. 

 
Our Configuration Management processes will ensure all interfaces within Endpoint 
Management services are identified and that in all cases updates to CI status are captured 
and updated in the ServiceNow CMDB. In addition to Incident and Request fulfilment, 
particular focus will be given to device lifecycle management processes (and any future 
interface with procurement). 

 
We will look to build on the existing service by exploiting the opportunity for automation 
where possible (and appropriate) within the available toolsets, for example the auto 
population or update of CIs from data collected by discovery tools. As an additional 
validation of the processes we will seek to manually verify CI information every time an 
Incident or configuration change is enacted by Littlefish for each particular device. This will 
include validation of the software layer to ensure that relevant OS levels match the CI 
records and are also in line with current anticipated version statuses. Over time this will 
enable us to maintain a level of accuracy of CI records. 

 
Through our SACM function we will also proactively monitor and report on time-bound CIs 
such as licences or end of life dates for supported devices & software elements, taking the 
appropriate action as required. As part of this we will produce as part of the monthly service 
report a 12 month view ahead of all CIs due for renewal or due to expire/go end of life to 
assist FSA in forward planning and financial forecasting. 

Section 4: Device Management Tools – 15% 
A Manage End User Devices using Microsoft Endpoint Management (aka Intune) 
Q16 - Describe your experience of using Microsoft Intune and Autopilot for enterprise 
management of Windows devices – 20% 

 
Your answer should describe how you will use the toolset to provision, and support end 
users in the configuration of, devices without a dependency on access to FSA offices. 

 
 
Littlefish experience 
Littlefish has extensive experience of designing, deploying, and managing Microsoft 
Endpoint Manager (formerly Microsoft Intune), Microsoft Modern Management and 
Windows Autopilot solutions to manage Windows and other devices. We utilise Microsoft 
Endpoint Manager based solutions to deliver automated builds, patch management (both 
Microsoft and third party applications), software deployment, compliance reporting, and 
management to a large number of laptops, desktops, tablets and mobile devices across our 
clients. Microsoft Endpoint Manager provides Littlefish and our clients a single pane of glass 
view of their estates and an secure public facing software distribution and management 
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platform which is essential to promote a more flexible and agile mobile workforce. By 
combining Microsoft Endpoint Manager with Microsoft Modern Management policies, 
Littlefish are able to ship new devices directly from manufacturer to the end user with no 
middle-man configuration requirement. This approach is known as Microsoft Autopilot. 

 
At the Care Quality Commission (CQC) Littlefish consulted, designed and delivered a project 
to migrate from CQCs existing Microsoft System Center Configuration Manager (SCCM) 
environment to Microsoft Endpoint Manager for the management of over 7,000 devices 
(4,000 laptops/desktops, and 3,000 mobile devices). This delivery included the migration of 
the devices from the original Microsoft SCCM platform to Endpoint Management, including 
the design and delivery of a new Windows 10 experience utilising Microsoft Modern 
Management policies (replacing almost 1,000 legacy group policies) and the remote zero 
touch delivery of devices to 4,000 remote users whilst still ensuring that CQC could deliver 
their critical service during the Pandemic (CQC are the independent regulator of healthcare 
and adult social care services in England). This was delivered in a 3 stage approach, with the 
initial stage being the creation of a hybrid environment so that SCCM and Endpoint 
Management could work together. The second stage of the delivery was the migration of 
workloads from SCCM across to Endpoint Management (e.g. device patching, application 
distribution, reporting) along with the onboarding of the mobile devices, followed by the 
final stage which was the delivery of the new Windows 10 experience (using modern 
management policies) and autopilot capability. 

 
The Marine Stewardship Council (MSC) now utilise Microsoft Endpoint Manager to manage 
500 internal users devices as well as over 1000 external users (external users, working for 
certification bodies on MSC’s behalf, are able to use non-corporate devices to access MSC 
infrastructure, in a similar manner to meat inspectors working for FSA) following the design 
and implementation of Microsoft Endpoint Manager by Littlefish in late 2019. This platform 
has enabled MSC a seamless transition to remote working during the pandemic, and also 
includes the delivery capability of third party application patching. As with the CQC instance, 
the MSC Endpoint Management platform is fully supported by the Littlefish managed service 
and forms part of an ongoing roadmap for end user service excellence and flexibility. 

 
At the Single Source Regulations Office (SSRO) Littlefish again consulted, designed and 
delivered a project to migrate from their legacy Microsoft System Center Configuration 
Manager (SCCM) environment to Microsoft Endpoint Manager whist fully adopting 
Microsoft Modern Management and autopilot to provide them with a 100% cloud delivered 
service, removing the requirement for legacy VPN connections as the surrounding 
infrastructure was also rearchitected to embrace Software as a Service (SaaS) and Platform 
as a Service (PaaS) delivery models. 

 
As another example we manage devices for 500 users at Cubico (a sustainable investment 
and renewable energy company). Cubico has a global presence and therefore has a more 
complex procurement model for new devices (including multiple language variants). 
Microsoft Endpoint Manager and Autopilot enable us to manage new devices efficiently 
through a single configuration that we manage to support devices across the globe. 
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Finally, for the Money and Pension Service (MAPS) we have fully met and have been 
successfully running their target operating model for device management for over a year, 
and are in the process of rolling out Endpoint Management (along with Autopilot) for the 
Children and Family Court Advisory and Support Service’s (Cafcass) to support their 2,500 
plus users. 

 
Supporting FSA 
FSA is in the process of rolling out Microsoft Endpoint Manager and Autopilot and plans to 
decommission the existing SCCM platform in the medium term. As such our proposal caters 
for both platforms should the SCCM platform still be in use when the new contract terms 
starts. 

 
To meet the requirement to remove any dependency on access to FSA offices, we are 
proposing to work with an existing Littlefish partner to meet the broader requirement for 
asset lifecycle management services. Combined with Microsoft Endpoint Manager and 
Autopilot, this will enable us to fully support and manage the device lifecycle remotely, 
without the need to access FSA offices. 

 
The Autopilot cloud-based provisioning platform will allow new devices to be delivered 
directly to their intended targets from the vendor/distributor without the requirement of 
first undergoing traditional onsite build techniques. As the devices will be pre-registered 
against FAS’s Windows Autopilot programme, the directly shipped devices will 
automatically be transformed into FSA compliant devices without the need for further 
configuration. This does assume that by the time the service goes live the FSA endpoint 
vendor(s) will be in a position to complete new device enrolment onto the Microsoft portal 
prior to shipping to the recipient user. 

 
When a new device is received and the user powers on the device and obtains an internet 
connection, pre-agreed policies defined within the Microsoft Endpoint Manager cloud 
platform will complete the device configuration process. Any additional applications may be 
installed in one of two ways, without the need for access to FSA sites. First, Littlefish has 
already created, as part of the Endpoint Management pilot, a number of applications that 
can be deployed and silently installed via Endpoint Management. Second, we have proposed 
as an option (and extension to the existing Endpoint Management pilot Littlefish are 
delivering for FSA) an extension to the PatchMyPC platform following the initial 12 month 
included with the pilot. Applications covered by the PatchMyPC platform can be both 
deployed and patched without the need for additional, bespoke packaging, saving time and 
cost for FSA. We would expect that any applications not already packaged or covered by the 
PatchMyPC service can be manually installed remotely by the Service Desk where required. 

 
In the event of hardware failure of an Endpoint Management managed device, Littlefish will 
arrange to for a swap-out device to be shipped directly from our storage facility. The faulty 
device will be collected and returned to the storage facility where the FSA-provided vendor 
repair service will be invoked and managed. The repaired device will be returned to stock, 
ready for deployment to another FSA user. 
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Littlefish will provide a service to maintain the SCCM images and Endpoint Management 
policies (including Windows 10 feature releases) on a bi-annual basis. These services will 
combine to provision, configure, and support end user devices without a dependency on 
access to FSA offices (subject to the devices having internet access). 

Q17 - While an estate managed by Intune is FSA's objective, initially there will still be a 
substantial number of devices operated through traditional SCCM Gold Builds. 

 
How will you manage the initial split estate to ensure consistency for end users while 
working with us to complete the transition to Intune? – 10% 

 
Littlefish is currently delivering a service to manage devices on both the Endpoint 
Management and SCCM platforms. As such we are ready and able to continue supporting 
devices running on the SCCM platform until such time as it can be decommissioned, 
ensuring continuity and consistency of service for users regardless of the platform their 
device is on. We will use our existing knowledge of the FSA estate and SCCM configuration to 
provide seamless continuity without the need to transfer knowledge (for only short-term 
benefit to FSA) to an incoming service provider. 

 
Through our current engagement with FSA we understand that the SCCM platform will most 
likely be decommissioned in the near future and therefore for cost efficiency we have not 
included maintenance updates to the SCCM image in our proposal. Should the platform 
continue to be used beyond our current expectations we will update the image, if required, 
on a T&M basis. Unless brought on by the need to include updates to maintain currency 
within the Evergreen model, updates might be required to maintain consistency with 
changes delivered through the Endpoint Management platform, however wherever possible 
we will apply updates through policy rather than the SCCM image for overall efficiency, 
while maintaining a consistent user experience across both the Microsoft Endpoint Manager 
(formerly Intune) and SCCM platforms. 

 
The anticipated removal of dedicated onsite Littlefish engineering resource and the new 
requirement to provide storage for FSA devices will drive a different approach to managing 
device configuration and hardware failures. We propose to address both of these changes by 
engaging an existing Littlefish partner to meet the broader requirement for asset lifecycle 
management services. This service will provide logistics to collect failed devices (or return 
to stock in the case of leavers) and an off-site storage and configuration facility. Subject to 
the provision by FSA of a suitable level of swap stock, we will use this process to manage 
vendor warranty repairs while also enabling swift swap-out of failed devices so that users 
can return to productive work quickly, all without the need for access to FSA offices in order 
to deliver the service. 

 
We will continue to offer a service to package applications for deployment to SCCM- 
managed devices, again mirroring this with the Microsoft Endpoint Manager environment 
such that consistency of user experience is maintained. We will also continue to us the Ivanti 
Patch Management tool to patch applications deployed to SCCM-managed devices. 
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B Configure, operate and maintain Device Configuration and Compliance policies, 
ensuring that devices are configured in line with NCSC guidelines and are managed 
centrally to ensure ongoing compliance. This includes the remote wipe and reset of 
compromised or missing devices 
Q18 - Describe how you will deploy Endpoint Configuration and Compliance policies to a 
variety of devices, ensuring that the policy definitions meet NCSC security guidelines whole 
at the same time being responsive to user needs. How will you ensure that approved 
changes do not result in "policy bloat"? – 20% 
In line with the FSA’s IT Evergreen Technology Roadmap (and Littlefish’s reference 
architectures for endpoint management) we would use the FSA’s Microsoft Endpoint 
Manager (formerly Intune) platform to deploy configuration and compliance policies to a 
variety of devices (desktops/laptops, mobiles/tablets, and Windows Virtual Desktops). 

 
As a Managed Service Provider to multiple central government and non-departmental 
government bodies, (as well as being an ISO27001 and Cyber Essentials Plus accredited 
organisation) we are accustomed to incorporating National Cyber Security Centre (NCSC) 
device specific guidance and the wider NCSC cloud security principles into both our own and 
our clients endpoint security configurations to ensure suitable compliance is in place. 
Littlefish use the NCSC supplied Endpoint Manager configuration JSON files as its 
configuration baseline, augmenting them with other NCSC guidance (for example the use of 
AppLocker and Bitlocker drive encryption) and user/FSA requirements to produce a 
configuration policy that achieves regulatory and security compliance as well as sensitive to 
users productivity needs. IOS and Samsung Knox specific guidance from the NCSC can easily 
be incorporated into device specific configuration policies on the Endpoint Manager 
platform. 

 
Littlefish regularly monitors NCSC policy updates and changes and will work with the FSA 
security & architecture functions as part of the Technical Design Authority (TDA) to 
highlight and assess policy changes before implementing them through the FSA’s agreed 
change management policy. Policy ‘bloat’ should be a consideration at this forum, where 
Littlefish will provide experience and insight from our other NCSC aligned Endpoint 
Manager clients to share best practice whilst also listening to the requirements from the 
business. 

 
Once the configuration policies have been agreed, these would first be deployed to an 
agreed set of pilot devices for testing and outcome acceptance before the configuration 
would be scoped to a wider range of devices. As part of the device configuration testing, the 
corresponding compliancy policies will be created within Microsoft Endpoint Manager that 
will be used to provide oversight to ensure that the devices align to the desired 
configurations. These compliancy checks can then be used as part of a conditional access or 
Zero Trust model, enabling device restrictions if the endpoint does not meet the pre- 
requisites (e.g. running and valid antivirus service, or missing critical updates). These could 
be a full device restriction, or simply the enablement of countermeasures to permit access 
on a temporary basis. 
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C Configure, operate and maintain Windows Autopilot, Android Enterprise and Apple 
Business Manager for device enrolment. 
Q19 - Give an example of when you have supported Android Enterprise and Apple Business 
Manager for device enrolment – 20% 

 
In addition to supporting device enrolment at the FSA on their Endpoint Manager (formerly 
Intune) platform for their circa 1300 Android and IOS devices via Apple Business Manager 
and Android Enterprise integrations, Littlefish also supports device enrolment, over the air 
provisioning (OTA), and mobile software deployment to multiple clients including key 
service providers such as; the Care Quality Commission (CQC), Community Health 
Partnerships (CHP) and the Single Source Regulations Office (SSRO). 

 
The Care Quality Commission (CQC, is an executive non-departmental public body of the 
Department of Health and Social Care) provide a service to ensure that hospitals, care 
homes, dental and general practices and other care services in England provide people with 
safe, effective and high-quality care whilst also encouraging those providers to continually 
improve. For CQC we manage and operate over 3,600 Android enterprise devices, including 
device enrolment and policy compliancy. 

 
Community Health Partnerships (CHP, a 450 user wholly owned agency of the Department 
of Health) provides services to commissioners and local partners across England with the 
aim of delivering savings, increasing service integration and driving optimal use of the 
primary and community health estate. For CHP we manage and operate over 200 Apple iOS 
devices (iPhone and iPad), including provisioning and application deployment. 

 
The Single Source Regulations Office is an executive non-departmental public body, 
sponsored by the Ministry of Defence, who play a key role in the regulation of single source 
(or non-competitive) defence contracts. They are exclusively an iOS based mobile company. 
In addition to using Apple Business Manager (ABM) to provision devices, we configure and 
manage Mobile Application Management (MAM) policies to further enhance secure data 
access on mobile devices. 

 
These Littlefish clients operate at similar data classification levels as the FSA (or higher), 
and Littlefish supports their use of mobile technology to securely empower their workforce 
to be productive wherever they are by using Endpoint Manager (integrated with Android 
Enterprise and Apple Business Manager) to apply secure device configurations, enhance 
mobile security, and deploy applications from the Google Play and Apple App Stores. 

D Configure, operate and maintain the packaging and distribution of applications 
through distribution tools such as MS Company portal and FSA’s Play, Apple and 
Microsoft Stores. 
Q20 - Outline your approach to the packaging and distribution of applications through MS 
Company portal, Google Play, Apple and Microsoft Stores and how you will support 
application requests and user self-service – 10% 
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Littlefish uses Microsoft Endpoint Manager (formerly Intune) as its primary Mobile Device 
Management (MDM) toolset both internally and across its client base (including in support 
of mobile devices at the FSA) Endpoint Manager simplifies and facilitates the presentation 
and distribution of mobile applications from the Google Play Store, Apple App Store and 
Microsoft Store via direct integration. 

 
Endpoint Manager connects via the FSA’s Managed Google Play account, Apple Business 
Manager (ABM) account, and Microsoft Store for Business account to the respective app 
stores. Once connected, publishing, and distributing a mobile application from these stores 
to the FSA’s users is as simple as creating a new mobile client application in Endpoint 
Manager and pasting the URL of the application from the respective app store into it. 
Specific packaging activities are not required (in the same way as a Win32 application is 
packaged in Endpoint Manager for example) Publishing the newly created/linked 
application to the company portal is a simple case of ticking a check box to make it 
visible/installable. This facilitates user self-service. 
Administrator led distribution of applications is performed via Azure Active Directory 
Groups (which can be user or device-based groups). These groups can be inclusive (e.g. 
every user/device in the group gets the application) or exclusive (i.e. the application will not 
be deployed to users/devices in the group) 
Requests for applications to be added to the Endpoint Manager company portal would be 
managed through the FSA’s Service Now instance. Users would request applications to be 
added via the self-service portal, which would generate a request to Littlefish to action. 
Subject to FSA approval to proceed (requestors line manager or wider Technical design 
Authority in the case of companywide roll out) Littlefish would then perform the steps 
described above to process the request and package the requested application with the 
appropriate configurations and Microsoft Endpoint Manager wrapper for upload and 
distribution from the cloud service. 

 
Note: Non-Microsoft application patching (where not covered by PatchMyPC) is not 
included but will be provided via an application packaging rate card. 

E Configure, operate and maintain device management tools for systems not covered 
by Microsoft Endpoint Manager (e.g. Dell Wyse tools for thin client management) 
Q21 - Microsoft Endpoint Manager will be the primary device management tool, but other 
systems will be required, in particular Dell-Wyse management tools for thin-client devices. 
What experience do you have of supporting these? – 10% 

 
In addition to supporting the Dell-Wyse thin client estate at the FSA, using the Wyse 
Management Suite to perform configuration changes and updates to the ThinOS firmware 
images, Littlefish also performs management of iGel/10Zig thin client devices for Farrow 
and Ball and Housing Plus Group (HPG) 



DocuSign Envelope ID: 865A5503-9CB8-418E-ADAA-36BB70A7D495 

37 
RM3804 Order Form v4 - August 2019 

 

 

 
Farrow and Ball have over 150 thin client devices spread across their worldwide retail 
boutiques and paint production areas that are classed as business critical due to their role, 
managed centrally via a vendor specific management platform similar to the Wyse 
Management suite. Littlefish have previously distributed multiple full system updates 
worldwide along with device refresh and replacement activities that are performed 
completely remotely – as the installations were fully documented, communicated, and 
supported by our Lens remote assistance technology. 

 
Whilst Microsoft Endpoint Manager is a very powerful platform, it does not currently have 
support for server based operating systems (e.g. Microsoft Windows Server 201x) and 
therefore these server platforms will also need to be managed by alternate management 
tools. Littlefish has vast experience of managing management platforms such as (but not 
limited to): Microsoft Systems Centre Configuration Manager (SCCM), Microsoft Active 
Directory (including group policy) Microsoft Azure Patch, Microsoft Azure Monitor, and our 
own Littlefish Labs solution to provide configuration, operation and management of the 
server operating systems (Microsoft and Enterprise Linux) to run alongside Microsoft 
Endpoint Manager deployments. 

F Maintain and keep updated a standard set of software for download and installation 
during device setup; this will include both Office applications and client agents. (See 
FSA430633_001 Endpoint Management Specification Document - 11.2 Published 
Applications) 
Q22 - FSA wishes to avoid the traditional "gold build" approach to client configuration. 
Please describe how you will support this approach while continuing to ensure that client 
software is maintained - and issued - using the latest version at any given time – 10% 
Key to avoiding the traditional ‘gold build’ approach to client configuration (and the ‘wipe 
and load’ processes associated with it) is for Littlefish and the FSA to continue & expand on 
the programme of work to move client device build, rebuild, and configuration practises to 
the Modern Management approach afforded by Microsoft Endpoint Manager (formerly 
Intune) management platform. This client configuration approach does not rely on bulky 
and inflexible images that have to be unsealed/sealed when changes are made, before being 
distributed around an on-premise server infrastructure to be deployed to clients. Current 
Covid-19 working practises dictate that users need a flexible approach to device 
management and client configuration that can utilise the same global content delivery 
network (CDN) that Microsoft uses to supply consumer devices. Littlefish has also 
implemented, in conjunction with the FSA as part of this previous project engagement the 
PatchMyPC toolset to provide automated 3rd party non-Microsoft application patching and 
update capabilities to Microsoft Endpoint Manager managed clients. 

 
Whilst the FSA are embarking on a move towards the Microsoft Modern Management 
blueprint with Endpoint Manager, Littlefish appreciate (by performing these migrations and 
roadmap deliveries multiple times for clients) that this is not an overnight change and that 
the existing toolsets and processes (Microsoft SCCM & the Gold Build concepts) will need to 
run in parallel for a sustained period whilst the client migrations continue (either via a 
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dedicated refresh programme or over time with a gradual rollout) and therefore both 
modern and legacy approaches will need to be maintained alongside each other. This is not 
the most efficient delivery method on paper, however without a large forced refresh 
programme this is common practice across organisations. Based on this Littlefish will 
continue to support both models (including gold build updates) in parallel with Modern 
Management practices until the migration can be successfully completed. Some existing 
Customers that we have recently consulted with, architected, and supported on this journey 
include Cubico Sustainable Investments, Community Health Partnerships (CHP) and Janes. 

Section 5: Endpoint Protection – 10% 
A Configure, operate and maintain Microsoft Endpoint Protection on all Windows 
devices – including virtual clients and servers - taking a risk based approach to the 
release of emergency patches and definition updates. 
Q23 - Describe how Endpoint Protection will be deployed to the device and Virus/ Malware 
definitions maintained and kept up to date, ensuring that all devices receive emergency 
patches and definition updates. Please note that this includes virtual clients and servers – 
20% 
Littlefish will monitor the availability of software updates for the chosen Anti-Virus solution 
together with signature updates. Scheduled and high priority signature updates will be 
released according to an agreed schedule that will under normal circumstances require no 
intervention from the FSA. Software updates will be reviewed by Littlefish and appropriate 
action, with resulting timescales for deployment, will be agreed with the FSA via the Change 
Management process. Exception reports will be provided as part of the monthly review 
cycle or at other intervals as agreed. 

 
The policies associated with the endpoint protection platform will be configured centrally in 
accordance to the security requirements within the FSA and/or industry best practice. This 
will ensure that all enrolled devices with use the unified configuration and most importantly 
report back to the central console for estate wide visibility. To ensure that the devices are 
enrolled, application enrolment policies will be implemented within both Microsoft 
Endpoint Manager and Microsoft Azure security centre to ensure that all Windows devices 
receive an enrolment request and are onboarded. As a secondary action a compliancy policy 
should then be created to highlight any device that does not meet the criteria (e.g. not 
onboarded successfully, definitions outside permitted window, configuration mismatch) so 
that manual intervention can be taken. Once the platform has been bedded in, the 
compliancy policy could be included within a conditional access policy, which could restrict 
remote access to FSA services until resolved or increase the requirements (such has need to 
be within a secure and trusted network location). 

 
As part of the service take-on for the Care Quality Commission (CQC, is an executive non- 
departmental public body of the Department of Health and Social Care of the United 
Kingdom) we successfully onboarded 4500 devices onto Microsoft Endpoint Protection 
whilst in the midst of a global pandemic and all CQC locations being closed. This was 
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performed via a combination of Microsoft SCCM and Microsoft Endpoint Manager, with 
Microsoft Endpoint Manager compliancy policies being used for reporting and as a 
comparison to the Microsoft Endpoint Protection online administration portal. All of the 
devices were successfully migrated without any physical site visits, or a large influx of 
incidents to the service desk due to a thorough and well executed communication plan. 

B Configure, operate and maintain device security through Microsoft 365 and 
Windows Defender Advanced Threat Protection 
Q24 - Describe how you would configure, operate and maintain device security through 
Microsoft 365 and Windows Defender Advanced Threat Protection and Bitlocker disk 
encryption – 20% 
As the FSA adopt Windows Modern Management as part of their Evergreen IT strategy, the 
traditional mechanisms to administer Bitlocker drive encryption (e.g. Group Policy and 
Microsoft Bitlocker Administration and Monitoring) are no longer suitable. Similarly using 
Group Policy to deploy Microsoft Defender for Endpoint (formerly Windows Defender 
Advanced Threat Protection) is not viable in the long term. 

 

Microsoft Endpoint Manager (and System Centre Configuration Manager as a transition tool 
for existing SCCM managed device) offers full configuration of Bitlocker drive encryption 
settings, and both tools offer out of the box reports on device encryption state, allowing 
compliance reporting and proactive remediation by the Littlefish team. Littlefish would use 
these two endpoint management tools to configure and enable Bitlocker drive encryption 
(for fixed drives and potentially USB devices after consultation with the FSA). Bitlocker 
recovery keys will be stored in Azure AD to allow the FSA to move forward with their IT 
Evergreen Strategy. 

 
Defender ATP configuration is performed by distributing a configuration package that is 
generated by the DATP portal and enabling telemetry data on the Windows 10 clients. 
Further enhancements to DATP configuration (for example Anti-tamper settings) can only 
be enabled when managing devices using Microsoft Endpoint Manager. Littlefish would 
configure and distribute DATP to the FSA’s client devices via Endpoint Manager for Modern 
Managed devices and use legacy Group Policy configuration to configure and distribute 
DATP to the SCCM managed estate (noting that enhanced features cannot be enabled for 
non-Endpoint Manager managed devices) 

 
Defender for Endpoints (formerly Defender Advanced Threat Protection) is an Enhanced 
Detection and Response (EDR) tool that supplements the standard Windows defender anti- 
malware product to provide threat detection, response and remediation allowing cyber 
security personnel to forensically determine the scope of a security incident and track its 
movements within your organisation. To leverage the tool correctly and deride the most 
benefit from the FSA’s investment Littlefish would recommend using the Littlefish Cyber 
Security Operations Centre (CSOC) to perform an enhanced protective monitoring function 
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(for clarity this service is not included in the commercials but Littlefish believe would add 
significant value to the FSA) 

 
Our protective monitoring service will provide the FSA with real-time managed threat 
detection, and remediation. We do this by bringing together advanced protective monitoring 
technology within our CSOC and our team of highly skilled cyber security SOC analysts. This 
fully managed, seamless, and continually evolving, service will provide the FSA with a 
24x7x52 virtual SOC capability to protect them from advanced attacks. The SOC service 
delivers: 
• 24x7x52 monitoring and analysis of log data to identify threats and vulnerabilities that 
could compromise data or impact system availability; 
• Industry-leading threat intelligence that provides real-time protection against known 
threats; 
• Analysis of log data that identifies potential compliance issues, vulnerabilities and 
suspicious activity; 
• A leading team of Cyber Security analysts that will work as an extension of the FSA’s own 
team to monitor, investigate, identify and escalate threats in real-time, on 24x7x52 basis; 
• Assessment and classification of issues, threats, vulnerabilities, or suspicious activity 
complete with reporting and remediation advice in line with Service Levels. 

C Manage anti-malware solutions for a small number of Linux devices. 
Q25 - How will you provide anti-malware solutions to the same level for non-Microsoft 
operating systems, e.g. Linux servers – 20% 
Microsoft provides the same Anti-Malware solution the FSA uses on its Microsoft operating 
systems (i.e. Microsoft Defender for Endpoints) in a Linux variant that is compatible with 
the enterprise Linux distributions specified as in use at the FSA. 

 
Microsoft Defender for Endpoint for Linux offers similar features to the Windows operating 
system, albeit without the same configuration and update capabilities through Microsoft 
Endpoint Manager. 

 
Updates for example are not automatic, and so Littlefish will use Azure automation scripts to 
deploy the tool to the FSA Linux devices, and automation runbooks to automatically check 
on an hourly basis (or more frequently if the FSA prefer) the YUM and Zypper repositories 
where Microsoft posts signature and application updates for RHEL and SLES Linux 
Distributions. For Ubuntu Linux, the same automation tasks will perform an APT-GET 
command to retrieve the relevant files. 

 
Configuration files for all variants are held in the same JSON file format. Littlefish will 
harmonise configurations between Microsoft and non-Microsoft versions of Defender for 
Endpoint to ensure a consistent anti-malware configuration. 
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Littlefish monitoring agents from our Datto RMM tool will monitor and report on update 
versions to ensure successful installation of anti-malware definitions, and flag non- 
compliance for manual remediation. 
D Ensure that all operating systems are patched on at least a monthly cycle This 
includes responsibility for ensuring that both functional and security OS updates are 
successfully published to client device and that emergency patches are distributed on 
release. 
Q26 - Describe your approach to managing the patch status for all client devices and 
operating systems - including those which "self-update", those which require configuration 
of a patch deployment service, and those which require custom updating. – 20% 
Recognising the need to keep on top of developing application and Operating System 
improvements, and the on-going requirement to ensure security vulnerabilities are negated, 
Littlefish will use a combination of Microsoft SCCM, Microsoft Endpoint Manager, Azure 
Update and LF Labs (powered by Datto RMM) to monitor, manage and automate the 
deployment of Critical or Security patches for the required device types on a monthly basis 
and in line with manufacturer releases. Littlefish will agree with the FSA an implementation 
schedule for patches to minimise user and network disruption, and where appropriate, a 
server restart schedule. This implementation schedule should cover the initial testing 
process, pilot devices/users/groups, release approval criteria, and deployment reporting 
requirements. Littlefish can offer patch management of all the listed devices below: 

 
• Desktops (Windows, MacOS, Linux) 
• Laptops (Windows, MacOS, Linux) 
• Servers (Windows Server and Enterprise Linux Distributions) 
• Windows Virtual Desktop (WVD) 
• Mobiles (iOS, Android – on supported versions) 
• ESX Hosts 
• Hyper-V Hosts 
• Backup Devices 
• Thin Clients (Wyse deployment studio) 

 
Whilst each type of device and operating system will have its own operational 
characteristics and approaches, they will all still follow a common model from an ongoing 
support perspective with each type of device needing to be managed in accordance with its 
vendor published best practices and support lifecycle with continual evaluations. An 
example here is the Microsoft evergreen adoption model, with each supported Operating 
System and application being subject to a bi-annual in place update which will introduce 
new features and components. These updates are referred to as ‘feature updates’, which run 
alongside the monthly published ‘quality updates’ that cover security and stability 
enhancements. The same concept of feature and quality updates is also performed on the 
mobile platforms (Apple iOS & Android) however there release cycles are not as consistent 
from a scheduling perspective – with most feature updates only being performed annually 
aligned to new device launches. Support and lifecycle recommendations for items such as 
Red Hat Enterprise Linux (RHEL) operates on a four phase approach and should be aligned 
to the procured vendor support subscription to ensure compliance. 
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By further utilising applications from the vendor application stores (Microsoft, Apple, 
Google) these will introduce the ability for the applications to self-update aligned to the 
published version within the store. This approach minimises the overhead on the FSA and 
ensures global consistency, however the FSA will have less control on the update frequency 
and the adopted versions from a change control perspective. 

E Ensure that all non-security updates are issued to devices on an agreed schedule 
and that devices are maintained at N-1 standard for functional patches and updates. 
Q27 - How will you ensure that, in addition to the regular patching schedule, client installed 
applications devices are maintained at N-1 standard for functional patches and updates? – 
20% 
Littlefish has implemented, in conjunction with the FSA as part of a previous project 
engagement, the PatchmyPC toolset to provide automated 3rd party non-Microsoft 
application patching and update capabilities to Microsoft Endpoint Manager managed 
clients. This supplements the Ivanti Patch Manager for SCCM toolset that provides the same 
functionality for SCCM managed clients. These two toolsets, in conjunction with Littlefish’s 
own Datto RMM tool (which provides governance and reporting capabilities to demonstrate 
compliance) ensure that non-Microsoft client installed applications are maintained at N-1 
standard. 

 
For Microsoft client installed applications (for example Microsoft Office suite), both SCCM 
and Microsoft Endpoint Manager govern the patch/update cadence via Windows Update for 
Business. The same Windows update rings that are configured for Windows 10 updates will 
control when these functional patches and updates will be made available to FSA clients. 
Again Littlefish’s Datto RMM toolset performs a governance role to provide a reporting 
compliance platform that is separate from the toolsets used to update the applications, and 
can also be used to perform adhoc updates to remediate failed installations via the 
mechanisms described above. 

Section 6: Virtual Desktops and Applications – 10% 
A Configure, operate and maintain the Remote Desktop Server and Windows Virtual 
Desktop infrastructure in Azure to provide support for: 
o Thin client users in Meat Plants (RDS) 
o Third party support partner access to FSA internal systems (WVD) 
o Contingency use by FSA staff pending device swap-outs (WVD) 
o Secure access to internal applications and PSN services (WVD) 
o Service scaling and provision of new Host Pools 
o The FXLogix function 
Q28 - Please give an example of when you have supported and or deployed Windows Virtual 
Desktops (WVD) and supported Windows Server Remote Desktop (RDS) for an 
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organisation. What lessons learned form that will you bring to supporting the service for 
FSA – 60% 

 
Littlefish has extensive experience of supporting Remote Desktop Services for a range of 
customers (both located on customer premise, and in the Azure cloud as Infrastructure as a 
Service), including not only the FSA but also the London Borough of Croydon, the Marine 
Stewardship Council, Community Health Partnerships, Farrow and Ball, and Signet (trading 
as Ernest Jones/H Samuel) 

 
In supporting over 5,000 users who access published applications and published desktops 
via Remote Desktop Services (RDS) (and over 150 Windows Servers dedicated to RDS roles 
that underpin them) one of the biggest lessons learned that Littlefish could bring to the 
FSA’s support is that of ensuring your RDS environment is appropriately security hardened. 
Some of the default settings in RDS configuration leave the platform open to a variety of 
attacks that should be mitigated in order to prevent a breach. This is especially true at the 
FSA as they are looking to leverage Bring Your Own Device (BYOD) in their ways of working. 
This will naturally expose the FSA RDS infrastructure to the internet and to access from 
unmanaged devices (where previously Thin Client access from meat plants could be 
performed over the internal network) 

 
Another key takeaway/lesson learned that can be attributed to all deployments of this type 
(RDS, Citrix and WVD) is the need to performance baseline from a user perspective. As the 
number of users on a RDS platform increases, or additional applications are added to the 
published desktop, the number of users that can be supported in a multi-session host pool 
diminishes. As it is advantageous not to have spare performance or capacity sat idle (more 
so in a consumption-based pricing environment such as Microsoft Azure) As a result, these 
two factors can have a dramatic effect on performance and therefore user experience. This 
is typically only addressed after significant degradation of the service has been experienced. 
By baselining the performance, it is possible to better plan for future capacity increases, and 
also to ensure that new applications are brought into service without impacting 
performance overall. 

 
Windows Virtual Desktop (WVD) provides virtualised Windows environments and remote 
application access for enterprise customers hosted within Microsoft’s Azure cloud and 
delivered over a standard internet connection without the need for VPN services. As a 
relatively new technology, Littlefish currently has no customers leveraging WVD in their 
production environments, other than FSA, that require our support for their WVD 
environments. We are currently running Proof of Concept (POC) WVD projects with 2 of our 
other clients (a utility services company circa 10,000 users who wish to leverage WVD for 
Business Continuity purposes, and a government agency looking to use WVD for analytic 
and data science purposes) We do recognise this as a growing area and anticipate increasing 
demand for support and management, not only from FSA but other Littlefish customers. We 
are committed to ongoing training and development of our staff, aligning proficiency levels 
for all individuals and technologies to current and future requirements. 
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For FSA we will continue to manage the WVD environment deployed by CoreAzure, bringing 
to bear best practices and operational efficiency wherever possible. As an example or 
lessons learned and where we see opportunity for positive change, the current patching 
model is based on SCCM and we would look to move this to Microsoft Endpoint Manager 
Once Windows 10 Enterprise Multi-Session Support in Endpoint Manager moves from 
Public Preview to General Availability, delivering application management and 
configuration & compliance policies according to Microsoft’s evergreen model, allowing us 
to manage the WVD as a normal device in a far more efficient manner than the traditional 
‘gold build’ SCCM model. 

B Configure and operate the publication of virtual applications within the above 
environment 
Q29 - What is your experience of publishing virtual applications using WVD and App-Attach? 
– 40% 

 
MSIX App Attach is currently in public preview and is therefore not considered by Littlefish 
as ready for use in production environments. Our approach therefore, until such time that 
App Attach reaches General Availability status, will be to work with the FSA in a 
development support capacity and then transfer our learning to production. 

 
Our recommendation however would also be to consider in parallel alternative options 
available for publishing virtual applications to Windows Virtual Desktops. Our current 
preferred approach for example would be to use Microsoft Endpoint Manager (formerly 
Intune) whilst leveraging the efficiencies available through the PatchMyPC platform 
currently in pilot with FSA. PatchMyPC perform testing as part of the service, simplifying 
traditional packaging and deployment methods, working from an ever-growing catalogue of 
applications. This approach offers significant savings, both from a cost perspective by 
reducing the need for bespoke application packaging and patching services, and in the delay 
in delivering these services. Once selected, applications can be quickly pushed out for testing 
in the FSA environment, prior to full release. This approach is currently fully supported in 
WVD ‘personal desktops’, and once Windows 10 Multi-Session Support in Microsoft 
Endpoint Manager also moves out of public preview and into General Availability (GA) this 
approach may further simplify the application update and management process for 
Windows Virtual Desktop sessions. 

 
We recognise however that, as App Attach continues to be developed prior to General 
Availability, processes necessary for its implementation into a live environment will become 
more streamlined. Some of the advantages we currently understand inherent in this 
technology include: 



DocuSign Envelope ID: 865A5503-9CB8-418E-ADAA-36BB70A7D495 

45 
RM3804 Order Form v4 - August 2019 

 

 

 
• Network bandwidth Optimisation – Decreases the network impact by using the 64k 

block, achieved by using the AppxBlockmap.xml file contained within the MSIX 
Application package 

• Disk Optimisations – Removes the duplication of files across applications and 
Windows, enabling shared files across applications. The applications are still 
independent of each other, and updates will not impact any other application that 
may share a file 

• Reliability – MSIX provides a reliable install and its suggested that the success rate is 
around 99.96% over millions of installs with a Microsoft guaranteed uninstall. 

 
MSIX architecture and process are outlined in the diagrams below. 
 

App Payload – The payload files 
are the app code files and assets 
that are created when building 
the image, for example “icon”. 

 
AppxBlockMap.xml – The 
package block map file is a XML 
file that contains a list of the app’s 
files including, indexes, 
cryptographic hashes for each 
block of data that is stored in a 
package. The block file is verified 
and secured with a digital 
signature when the package is 
signed. 

 
AppxManifiest.xml – The package 
manifest contains the information 

 
 
 

 
 
The MSIX App Attach Process Flow is as follows: 
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• The user open’s the “Remote Desktop” Client and enters their credentials and selects 
the host pool they have access to. 

• The process of communicating with the WVD management service (broker etc) is 
completed and a session is assigned to a available Virtual machine within the host 
pool. 

• The FSLogix Agent on the session host requests the user profile from the file share 
for the user in question. 

• The file share could be Azure Files, Azure Netapp Files or Iaas File server / other. 
• Applications (App Attach) are mounted to the Virtual Machine for that user. This can 

be achieved using a logon script, general scripting, third party applications etc. 
 
The diagram below outlines how MSIX App Attach works and the elasticity it offers 
Windows Virtual Desktop. 

 

 
 
In the diagram above, each department’s users are presented with specific applications they 
require. For example, Sales only receive Sales App1 and Sales App2. MSIX App Attach 
enables you to isolate applications for the required specific user groups in question. 
Section 7: Mobile Network Access – 5% 
A Manage the provision of SIM cards to end users of mobile devices, ensuring that all 
phones are issued with mobile network connectivity at setup. 
Q30 - Outline how you will work with FSA's mobile network suppliers to ensure that new 
recipients of mobile devices are able to connect to the mobile network on receipt – 50% 

 
As part of FSA’s Starters and Leavers process and associated request and workflow in 
ServiceNow, Endpoint Management engineers are responsible for contacting users once 
their mobile device and SIMs have been confirmed as received and step them through a 
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enrolment process. In terms of available stock, the Starters and Leavers process may also 
trigger a ‘low stock’ notification (on SIMs and mobile devices). 

 
Either on an individual basis or as part of bigger organised induction sessions users are 
enrolled onto Microsoft Endpoint Manager (formerly Intune) by our engineers. Amongst 
other things this involves users reviewing and agreeing to FSA’s terms & conditions and 
permissions as dictated by FSA’s Microsoft Company Portal. 

 
Enrolment and step-by-step checks would ensure that the chosen mobile network is 
working for that user with regards to availably and coverage. This process is normally as 
simple as proving a test call and receiving calls and, depending on permissions, prove 
mobile data ability by accessing FSA’s Intranet for example when not on Wi-Fi. If any of 
these activities fail and then fail troubleshooting with the Endpoint Management engineer 
we would log a support request with the network provider and associate that with the 
user’s Starters and Leavers process request in ServiceNow. This process therefore remains 
incomplete with an open request in ServiceNow against that user. Resolution of the request 
ultimately lies with Littlefish. 

B Work in partnership with FSA’s mobile network providers to: 
o Provide new mobile phone users with access to the network with best coverage in 
their area. 
o Resolve incidents and problems relating to mobile network connections 
Q31 - Describe how you will work with mobile network providers to resolve issues where 
users need to be transferred to a network with better coverage – 50% 

 
If a network provider is unable to resolve a support request raised to them by an Endpoint 
Management engineer on behalf of the impacted user to a level at is satisfactory to that user, 
the Littlefish engineer would consider alternative providers (subject to previously agreeing 
a working framework within the FSA) and their respective coverage in and around the 
location of the impacted user. Sometimes this is possible to pre-empt – maintenance and use 
of FSA’s Knowledge Base for example is a key element here with regards to coverage options 
from other providers where applicable. 

 
To ensure this work is carried out, we would add it as a task to the Request Module for any 
mobile device tasks and ensure this quality check is performed. 

 
If the SIM has already been sent and activated against one network provider but another has 
been proven as preferred, Littlefish would help port the user’s mobile phone number to that 
provider to ensure they keeps the same number where possible. Again this will require the 
Endpoint Management engineer to own until completion and finally update progress in 
ServiceNow and the associated Starters process. 

 
Incidents raised external of the Starters process for mobile network connection problems 
would be treated in a similar manner. FSA’s ServiceDesk provider collating key detail from 
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the impacted user and passing this to an Endpoint Management resolver queue. At this point 
the incident management process is followed, utilising detail in from mobile device and user 
CI as well as the Knowledge base. As before this may require a porting of mobile network 
that Littlefish would manage for the user trying to maintain continuity of mobile phone 
number for them while minimising the impact of the incident to the user. 

 
Finally, if there is an incident trend spotted or usual suspect with regards to location and 
provider, the problem management process is followed with a view to highlight this trend in 
monthly Service Reviews for FSA’s consideration. 

Section 8: Branch Office Servers – 5% 
A Take the technical lead in a project to decommission the branch office server 
infrastructure (comprising a single Hyper-V host and 3-4 virtual servers) in each of 
the five FSA offices and migrate residual services to the cloud-hosted environment 
Q32 - In line with our Estates Strategy, FSA is looking to remove the residual branch office 
servers from our 5 offices (comprising a single Hyper-V server hosting a Domain Controller, 
an SCCM Distribution Point and a local Print Server). Please describe how you would deliver 
the decommission without disruption to the services. – 70% 
The services performed by the servers identified (Active Directory Domain Services, System 
Centre Configuration Manager, and Print) are all implemented to support End User Compute 
(EUC) functions (Identity and Access Management, Endpoint Management, and Print 
Management). In any decommissioning engagement it is imperative that users at the service 
location have comparable services available to them in order to minimise disruption to 
those services. The FSA’s Evergreen IT strategy and desire to move to Microsoft’s Modern 
Management approach, coupled with Littlefish’s reference architecture for the 
implementation of Zero Trust security principles provides the blueprint for 
decommissioning these on-premise services and realising the feature benefits and costs 
savings therein. 

 
Users at the 5 branch offices would need to have their devices (laptop, and mobile devices) 
managed by Microsoft Endpoint Manager (formerly Intune) – this would provide device 
configuration, application deployment and management services, and security 
updates/patch management in lieu of Active Directory and SCCM. 

 
Intune Auto Enrolment configuration would also join the users devices to Azure Active 
Directory, which would provide Identity and Access Management services in lieu of on- 
premise Domain Controllers. Finally, Littlefish’s proposed SaaS based print management 
solution – Printix would allow users to seamlessly print to local printers without the need 
for on-premise print servers. 

 
After users and their devices have been successfully migrated to the new services, Littlefish 
would monitor the Windows server logs of the outgoing services for a period to ensure that 
any unidentified users/devices are not still attempting to authenticate or use functionality 
provided by the on-premise infrastructure, identifying and mitigating where necessary, 
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before logically decommissioning the servers (e.g. DC Un-Promo the domain controller to 
maintain consistency of the wider FSA Active Directory, remove SCCM roles from the DP) 
and finally switching them off. After a suitable stand down period it should be possible to 
securely wipe and dispose of the physical hardware. 

B Manage and maintain the branch office server infrastructure pending 
decommission 
Q33 - How will you provide patching and break-fix support for these environments ahead of 
decommission? – 30% 

 
Although due to be decommissioned during the term of the contract it will be necessary for 
Littlefish to fully onboard the branch office server infrastructure into support through our 
Service Transition process. Following our comprehensive, 5 gated process will allow us to 
carry out the necessary due diligence on the service environment so that we have an 
accurate view of the environment we are taking under our care. The process will include 
capture, transfer, and update of all relevant knowledge from the current support provider 
and follow a programme of testing to ensure management tools, connectivity and support 
processes are signed off as fully functional before accepting into service. 

 
Noting that the environment is hosted on physical on-premise infrastructure we will work 
with FSA to understand current hardware maintenance provision, identify any risks to 
service continuity, and agree the process for returning services in the event of hardware 
failures, making any recommendations to mitigate risk if vulnerabilities are encountered. 
We will expect to dovetail with the Service Desk, acting as the escalation point for server- 
related issues and provide support for the diagnosis if hardware related issues. We would 
expect hardware repair services to be invoked by the Service Desk however would expect to 
support the process to ensure timely restoration of services once any hardware failures 
have been resolved. 

 
Littlefish will expect to take responsibility for managing and resolving non-hardware 
related issues up to and including the OS and hypervisor layer, referring application issues 
to the relevant downstream resolver group. 

 
We will deploy the Littlefish Labs toolset (powered by Datto RMM and Paessler PRTG), 
where similar is not already provided by existing tools within the FSA environment, to 
monitor, manage and automate the deployment of Critical or Security patches. 
Littlefish will agree with FSA an implementation schedule for patches to minimise user and 
network disruption, and where appropriate, a server restart schedule. 

 
In support of proactive management and averting the event or impact of (non-hardware) 
break-fix scenarios, PRTG (Gartner Magic Quadrant recommended toolset) provides the 
following features: 

 
• Availability Monitoring – Real time platform/device availability monitoring 
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• Performance Monitoring – Application/device performance monitoring with 

intelligent threshold learning 
• Device Hardware Monitoring – Proactive device hardware alerting 

 
PRTG is highly configurable and can be tailored to monitor specific devices with thresholds 
configured in collaboration with FSA to meet specific service requirements, or Littlefish’s 
own recommendations if preferred. 

Section 9: Print Management – 5% 
A Provide a joined-up Print Management service (preferably Software as a Service) 
for: 
1. Shared printers in c 200 meat plants to provide printing both from RDS/WVD 
sessions and form users’ mobile devices 
2. A small number Home Users who have FSA issued secure printers 
Q34 - Describe how you will Provide a Print Management service, including swap-out and 
disposal, for shared printers in c 220 meat plants (with printing both from RDS/WVD 
sessions) and for Home Users who have FSA issued secure printers – 100% 

 
Please note that the latter are used for printing Official-Sensitive material which is retained 
on device and must be disposed of in line with NCSC guidelines 

 
Littlefish’s proposed Print Management Service is based on the use of Printix, an automated 
cloud print management service that is hosted on, and directly integrates with Microsoft’s 
public cloud to provide secure, mobile, and ‘follow me’ printing, as well as automated print 
driver and queue management without any additional infrastructure or VPN’s across a wide 
range of print and client devices. 
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Printix is deployed via Microsoft Endpoint Manager to all devices (including WVD Session 
Hosts and mobile devices) and is then self-updating to ensure continual security compliance. 
The Printix client handles the installation of all print drivers (from its comprehensive driver 
catalogue of both Windows and MacOS drivers) and print queue management is performed 
centrally – with changes distributed to all affected client devices in real-time (subject to the 
FSA’s existing change management policies and WVD staging environment processes) 

 
Printer hardware can be transitioned to Printix in two ways – It can perform its own 
network discovery of Simple Network Management Protocol (SNMP) enabled printers to 
assimilate and create their associated print queues, or by installing the Printix client on the 
FSA’s existing Windows print servers it can selectively copy the relevant print queues, 
drivers, and configuration and create corresponding objects in the Printix environment. 
This enables Littlefish and the FSA to transition hardware, management software and users 
to Printix flexibly – however Littlefish’s reference architecture for Printix cloud print 
adoption recommends that the quickest and least impactful migration approach (from an 
end user perspective) is to use the tool to copy existing configuration from the FSA’s current 
print solution. 

 
The Printix infrastructure is hosted in the Microsoft Azure public cloud and is a fully SaaS 
based product – there is no need for onsite print servers. 

 
All authentication is performed against Azure Active Directory using Modern Authentication 
techniques, which perfectly complements the FSA’s 5-year aspirations and Evergreen IT 
model. 

 
One feature not highlighted in the FSA’s operational requirements for print management 
(but key to delivering the long-term Endpoint Management strategy) is how to cater for the 
increase in Bring Your Own Device (BYOD) printing. Network printers typically reside on 
the corporate LAN and BYOD devices reside on unconnected networks (for example guest 
Wi-Fi). 
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BYOD printing allows users to print to 
corporate print resources from their own 
(untrusted) devices, without having to allow 
access to the corporate network, sacrificing 
security. 

 
At all times, print data is encrypted with 
TLS1.2 in transit and at rest, so is suitable to 
print at all data classification levels used by 
the FSA. 

 
Integration with PowerBI provides printer 
vendor agnostic reporting and consumables 
management that is typically only found with 
printer vendors own management software – 
preventing vendor ‘lock in’. 

 
 
 
 
 
 
 
 
 
 
 
 
Assuming good stock levels, processes and tooling that support and manage asset 
movement (as covered on other answers) the process of replacing and decommissioning 
printers direct to/from users’ homes or and meat plants address is as follows:- 
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To reduce impact to users and meat plants with a faulty printer that requires a priority 
replacement, if the Service Desk are unable to satisfactorily resolve their issue then the 
‘Request for Item’ process should be followed in parallel. This may depend on the printer 
type that is required. 

 
Couriers are used to collect individual (or consignments of) IT equipment direct from users 
or meat plant addresses using location data captured by FSA’s ServiceNow instance, 
ServiceNow being the source of record for every FSA device movement. This data is typically 
gained as part user interaction by the Service Desk as well as from associated user location 
data in the CMDB. Littlefish would recommend that users are pointed at guidance with 
regards to removing and packaging the printer to be swapped disposed of. On FSA’s intranet 
for example. Delivery documentation is provided to consignees and couriers, with proof of 
signed delivery recorded in ServiceNow as devices leave FSA premises and user’s homes 
and are received by Littlefish. 

 
Littlefish store printers in a secure location (see Operational question 6) and work within 
NCSC guidelines using the FSA’s preferred disposal provider to destroy them. Again, this 
process would be an assumed part of a ServiceNow workflow. 

 
Note: Littlefish assumes that support for existing home and plant printers and setup will be 
carried out by the Service Desk provider. Papercut support will be provided by the Service 
Desk and the Managed Print support provider. Our response to this question sets out an 
optional transformation solution and should not be considered as part of the core service 
being proposed. 
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Little Fish Transformational Response 
 

TENDER FS430633 Endpoint Management 
      

Section 1: Device Management and Provision – 20% 

A Ensure that processes and tooling for Endpoint issue and management remain current 
and will support a Connectivity strategy based on a continual shift in dependency from 
core office networks and VPNs to direct internet access to services. 
Q1 - How will you ensure that your processes and tooling for Endpoint issue and management 
remain current and will support a Connectivity strategy based on a continual shift in 
dependency from core office networks and VPNs to direct internet access to services? – 34% 
As an organisation Littlefish have already moved to a fully cloud first model, removing the traditional barriers that hamper remote working 
and flexibility such as dependencies around being connected virtually (via VPN) to a corporate office for authentication, application 
deployments, configuration policies, device/application patching, and remote support. 

 
Whilst moving to a cloud first model provides any business with huge technological advantages, the overarching support toolsets and 
processes also need to be aligned – ensuring that these don’t also rely on direct device visibility over a virtual network. 

 
Our support toolsets and processes are already providing full support capabilities to our customers independent of the endpoint 
connectivity model. The only requirement on the endpoint is internet access, either via an internet provider (e.g. home broadband) or via a 
mobile data connection utilising 2/3/4G. Our Littlefish Labs, Live, and Lens capabilities utilise secure protocols between the endpoint 
devices across the public internet without the need for constraints such as a direct VPN connection. This capability allows us to fully 
support devices anywhere in the world to provide full remote assistance for the end user (including screen share), along with the ability to 
monitor endpoint compliancy, deploy updates, and remote audits. Target applications can also be supported remotely by our teams via our 
toolsets or the corresponding cloud management portals (e.g. Office 365 and Azure) ensuring that the adoption of a connectionless direct 
internet access state can be fully supported by our teams not only tomorrow, but today. 

 
Having had this capability for a number of years (and being visionary in our support models from an early stage), the impacts of Covid-19 
have been relatively minimal to us and our customers from a service provision perspective. It is through delivering a capable remote 
support operation for all our customers that we recognise and support a reduction in the requirements for physical deskside support 
services. This remote-first mindset has given us the tools and processes to achieve 99%+ remote resolution rates for user-impacting 
Incidents across all Customers. The FSA currently heavily utilise Littlefish Live as first-contact to their Service Desk, this toolset gives 
Endpoint Engineers direct access to remote users and their issues and together with Littlefish Lens have never required use of an FSA VPN 
connection and are accessed over a basic direct connection. Littlefish Live is also available as a mobile app – very useful for a future move 
to mobile for meat plant workers. 

 
Littlefish Lens has been developed by Littlefish as an extension to the ‘Live’ Chat capability and is delivered at no extra charge to the 
service. Lens is an augmented reality tool that enables FSA users to interact via the camera on their smartphone or tablet for the purpose 
of rapid physical remote support. Lens has been instrumental in helping to provide more effective remote support to customers (especially 
those with satellite offices with no permanent, or ad-hoc IT presence such as meat plants). The classic example is a WAN outage where an 
engineer would have to blindly talk a user through checking status lights, tracing cables, and confirming ports. The ability to visualise the 
user’s environment enables much more rapid diagnostics and resolution, reducing downtime from a day (whilst an engineer was dispatched 
to site) to just minutes. This has the combined effects of driving faster resolution, enhancing end-user productivity and their experience 
through reduced downtime and frustration, and saving costs. 
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The Lens tool feature will be of significant benefit to FSA’s highly distributed and increasingly home-based workforce. The very nature of 
many users’ working environments will make them prone to connectivity issues that limit the effectiveness of remote IT support. Lens and 
Live both open up that. The use of Lens is enhanced when combined with Littlefish Live which is predominantly utilised by the FSA as part 
of Littlefish’s Service Deck offering. In the future if a different supplier is chosen to deliver the FSA’s Service Desk then Lens would operate 
as a standalone application and would require integrating with any new live user support software that a new Service Desk provider may 
introduce. 

 
There are a number of emerging technologies that Littlefish currently help deliver to other 
organisations as well as the FSA that support the continual shift in dependency from core office 
networks and VPNs to direct internet access to services:- 

 
Autopilot removes the need for a VPN connection to update group policies - this is handled via 
cloud policies in Azure. Autopilot removes the responsibility for typical power-up & core onsite 
build activities towards a remote procurement and shipping model. This simplifies the Windows 
device lifecycle using cloud-based services and enhances the user experience by reducing the 
delivery timescales. 

 
Modern Management moves the authentication and management of devices from traditional 
domain controllers requiring line of sight (e.g. VPN) solutions to provisioning the same 
experience securely across the public internet via Microsoft Azure Active Directory. This will 
provide the FSA far greater scalability and resilience in comparison to the traditional domain 
controller model. 

 
Windows Virtual Desktop (WVD) services can be used to enable the provision of applications 
to devices securely, either due to the target applications not being currently suitable for 
consumption directly across the internet (e.g. internal applications or databases), or due to 
required security boundary controls to ensure that certain FSA data types remain within the 
closed confines of the Microsoft Azure virtual datacenter. 
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In terms of remaining current, we continually appraise our approach to ensure we remain 
informed of current trends and developing technologies and how they can benefit our 
customers. Our Enterprise Architecture practice frequently monitors insight and market trends 
from global research bodies such as Gartner and Forrester; pan-government agencies such as 
CCS, GDS, Cabinet Office, and the NCSC; major and tactical technology providers; and service 
management bodies such as Axelos and the ITSMF. Without blindly chasing the next new thing, 
we critically assess what opportunities these developments provide and consider them as part 
of a wider strategy, under continual review, for future and ongoing evolution or our services. 

B Develop systems and processes to provide a user service in which the provisioning of all 
equipment will provide the closest user experience to purchasing their own device (i.e.: 
plug it in, download the config, start using it). This will include ensuring that technical, 
support and contractual architectures will support multi-vendor hardware provision. 
Q2 - As user expectations change, how will you develop systems and processes to provide a user 
service in which the provisioning of all equipment will provide the closest user experience to 
purchasing their own device. 
Your answer should reference how you will enable and support multi-vendor hardware 
provision – 33% 

 
As part of the Request Fulfilment process the Service Catalogue will allow users to choose the 
hardware items that they require from a pre-evaluated selection of devices, which will form the 
start of the user procurement experience. This interface will need to be designed carefully to 
both maximise the user experience whilst also removing the traditional complexities associated 
with the provisioning of equipment. The equipment selection should be reviewed regularly as 
part of architecture/technology working groups with business representation to ensure that the 
catalogue stays relevant to the changing business and user need. The working group should 
evaluate aspects such as emerging technologies that might introduce new offerings/equipment 
which are more cost effective to the FSA or offer better flexibility to the end user. Littlefish have 
direct experience (The National Audit Office is a current example) of allowing an organisation’s 
user base to help shape what devices and types they would like to use in the future, reviewed 
against busines criteria such as operational costs/overheads or security. Successful solutions 
would then be subject to a test and pilot programme before being adopted into an updated 
Service Catalogue following a wider business service acceptance review. Preferred hardware 
provision suppliers were also decided with help from the results. 

 
Depending on how the ServiceNow platform is configured, the end user interface should be 
branded to offer an experience as close to users’ purchasing their own device as possible. 
Presenting options based on outcomes together with an ability to filter by attributes such as 
weight and screen size has been proven to be an effective way for users to make an informed 
and personal decision on their own device. After the purchase the ServiceNow workflow would 
then involve management and budget approvals. Ultimately the Service Request generated in 
ServiceNow informs the user, via automated process, of the preceding timeline and activities, 
typically via emails generated from ServiceNow until delivery to your door. These mails can also 
be personalised to enhance the experience. 
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Littlefish have been grateful to be given the opportunity to deliver part of FSA’s IT roadmap in 
terms of modern windows management and the introduction of Windows Autopilot. This has 
been carefully configured to setup and pre-configure new devices, getting them ready for users 
to power on and use. From “Welcome to the FSA” to setting passwords and enabling device 
encryption, Littlefish have developed what will be the first ‘real’ IT experience for new FSA staff, 
and it’s flexible. 

 
FSA’s autopilot environment has been carefully configured to remain relevant and current, the 
device start-up guide for example is written in a manner that allows subsequent processes to be 
added and new applications and technologies to be utilized with ease. It is an environment 
designed with multi-vendor procurement in mind. 

 
If there are different procurement vendors involved in purchasing, this would need to be taken 
into consideration from an automated workflow perspective together with stock levels or 
specific device types for ensuring a quick dispatch and delivery to users in line with agreed 
levels of service. To truly enable multi-vendor hardware provision the underlying processes and 
toolsets should be configured to be agnostic to Vendor. Preferred device suppliers should be 
reviewed by commercial teams owning the procurement relationship regularly. Littlefish have 
access to a range of procurement partners offering best-in-class price and service should the 
FSA wish to extend their hardware provision further. 

 
Throughout the device provision experience, the Asset Management process is key to tracking 
and managing which devices are assigned to which user. This include, anomalous purchases that 
would typically follow a different or bespoke approval flow. Furthermore, to support device type 
and future vendor decision, data fields should be added to ServiceNow to help Incident reports 
surface information based on the device(s) that might not be adding full value to end users and 
the vendors that supplied them. An extra level of maturity would be a budget overlay with input 
from the FSA’s IT Commercial team. These reports form part of the input in to joint Evergreen 
roadmap and emerging technology strategy conversations. 

C The Endpoint Management provider should tailor the service to allow for an increased 
mix of FSA issued and user owned equipment, in both the desktop and mobile areas 
Q3 - FSA anticipates an increase in the use of users' own devices. How will you develop your 
service to allow greater flexibility in this respect without increasing the risk to information and 
device security? – 33% 
Bring Your Own Device (BYOD) is an advantageous approach for both end users, and 
organisations such as the FSA – organisations benefit from reduced procurement and 
provisioning costs, and end users are productive on a device familiar to them without the 
burden of carrying both work and personal devices.  Clearly there is a need to apply 
proportional security controls in order to protect the FSA’s systems and data, however if it is 
applied too forcefully users will reject BYOD or find other ways of accomplishing tasks using 
Shadow IT. 
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It is unavoidable that the FSA will have less visibility and control over a BYOD device than a 
corporately issued one, and so it is important to identify and tolerate the potential risks in order 
to mitigate for them with process or technical solutions. In Littlefish’s experience the most 
common BYOD risks are: 

• Exposure to additional device threats as a result of being used in a personal context – 
such as sharing with family members 

• Higher likelihood of devices not having the latest patches, updates, and security fixes on 
them, leading to exploitation of vulnerabilities 

• Weaker device security (for example no encryption at rest) could lead to easier 
exploitation 

• Higher potential for accidental and deliberate data loss (for example copying data from 
work to personal, or accidently including work data in a personal backup) 

Once the FSA’s BYOD policy goals are understood we can work with the FSA to establish 
technical controls that will help to enforce them. Given the information provided by the FSA in 
the service specification document, as well as the IT Evergreen Technology Roadmap Littlefish 
would (in conjunction with advice from our own Cyber Security Team) tailor and develop our 
service to the FSA in the following ways to ensure flexibility whilst not compromising 
information security. 
Restrict Services and Data what only what is needed 
Littlefish would work with support providers responsible for the Cloud Service Lifecycle 
Management and Cloud Infrastructure Management services to implement features available to 
the FSA such as Azure AD identity Governance and Entitlement Management to ensure that 
BYOD users could only access applications, data, and files specific to their current job role. This 
minimises the amount of data that can be easily accessed if a device is lost or stolen (applies to 
all FSA device types) as well as limiting bulk data theft if the device is infected with Malware. 
This control also has other compliance and operational benefits as it can also ensure users do 
not build up an ever-increasing level of access privilege as they move around the business over a 
number or years/roles and also help simplify user creation tasks. 
Application Protection Policies 
Another safeguard to mitigate the risks on a BYOD device is the potential adoption of application 
protection policies within the supported Microsoft (and ever-increasing partner) managed 
applications. These policies can be seamlessly applied to the devices via Microsoft Endpoint 
Manager to protect both the application configurations and the contained FSA data from access 
by non-managed applications on the BYOD devices. 

 
Use Multi- Factor Authentication 
A control that the FSA already has for the majority of its users, but Multi-Factor Authentication 
(MFA) is a must in a BYOD environment due to the BYOD devices connecting to cloud and 
internet-based services. User accounts can be compromised, and all National Cyber Security 
Centre (NCSC) guidance strongly recommends its use. 

 
Risk Based Authentication and Access Control 
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Part of Microsoft’s ‘Zero Trust’ approach to security and used heavily in Littlefish’s reference 
architectures is to implement controls such as Conditional Access Policies and Microsoft Cloud 
App Security. 

 
Window Virtual Desktop (WVD) services 
An alternate approach to BYOD that is becoming increasingly more popular is the delivery of 
more data sensitive applications from Windows Virtual Desktop services, as this allows the end 
user to connect and consume the service/application without the risk of the FSA data leaving the 
secure boundary of the Azure virtual datacenter. 

These complimentary technologies work to evaluate 
the user and session risk of an authentication 
request and enforce the appropriate controls. 
For example a user requesting access from inside 
the FSA network, on a corporate managed device 
may access a resource with no additional controls, 
however a BYOD user, accessing from outside the 
UK from a previously unknown personal device 
could be forced to provide MFA or even denied 
access entirely until further controls are added to 
the device. 

Littlefish would work with the responsible service group owner (or internally if Littlefish) to 
implement and instruct the Service Desk on how to support users in this new way of working. 

 
Authenticate the Device 
Microsoft Endpoint Manager can be configured to manage BYOD devices (all device types) 
without the same level of control than corporate owned devices. BYOD laptops can be 
registered with Endpoint Manager and Azure Active Directory to provide visibility around 
metrics such as security patch levels and Anti-malware scan results to enable the FSA to have a 
degree of confidence in the device without having the control to wipe personal contents from 
the device. Endpoint Manager can be configured with compliance policies that deny access to 
corporate resources unless a security baseline configuration is met. To assist the users in 
attaining this, remediation policies can also be configured to (subject to user acceptance) 
automatically install software/updates/configuration to enable users to meet the security 
baseline – thus allowing access to resources from personal devices. 
Personal mobiles and tablets can also be registered – allowing a corporate container to be 
created on the device to segregate corporate data from personal – enabling corporate data to be 
secured with enterprise credentials and wiped if necessary, without removing personal data. 

 
Monitor 
Through Defender for Endpoints (Formerly Defender Advanced Threat Protection) enhanced 
endpoint telemetry data can be captured from BYOD devices and the Service Desk alerted when 
malware infections are detected. 
Littlefish believe by developing our service as outlined above (and aligned to NCSC best 
practise) the FSA can be confident in their use of BYOD devices. 
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Section 2: Mobile Device Scope – 15% 
A Work with FSA and with Application Support partners to improve services to meat 
plant workers (this may include transitioning from the current shared thin client solution 
to individually issued mobile devices). 
Q4 - It is anticipated that users based in meat plants will make increasingly more use of mobile 
applications and devices and reduce their requirement for shared thin-clients. Describe how you 
would propose to transition both your operational and service management approach in 
response to this – 50% 

 
A move to a more agile yet standard method of connectivity for all plant users would be very 
much supported by Littlefish. The current static method of connection to that particular set of 
users and the systems they require is restrictive with regards to our ability to service all aspects 
of their IT needs. Furthermore, reliance on sometimes unstable LAN connections would be 
removed, assuming that the devices would be enabled with a mobile data connection. This 
would resolve many slow connection issues but Littlefish would recommend capping data usage 
per device SIM via the mobile network supplier – what the cap is we would be happy to advise 
on. 

 
Specific Operational and Service Management requirements are minimal but would need a 
degree of thought depending on the approach FSA took toward transition. Littlefish would help 
advice on the best approach. Timeframes, device/kit overlap, pilot groups etc. We would help 
with the rollout in terms of provisioning and shipping and the control of assets with regards to 
CMDB updates. Knowledge articles would require an update, Service Desk informed, general 
well managed approach to supporting meat plant users’ mobile devices as a live service etc. 

 
Following the previously successful rollout of new equipment to meat plants that Littlefish were 
instrumental in delivering as a transformation engagement in 2019 - a decommissioning 
exercise would now be potentially required. However this would be much lighter touch than 
before - removal and couriering of thin clients might be performed remotely for example once a 
pilot had been proven. Training sessions were very useful back in 2019, if meat plant staff could 
be trained remotely on how to physically decommission their current devices as well as receive 
training on using and utilising their new mobile devices, there is considerable cost saving to 
what is otherwise a logistically awkward piece of work. 

 
Activation and onboarding of new mobile devices would also take place remotely. Littlefish 
would ensure that their mobile devices are managed as part of the Microsoft Endpoint Manager 
(formerly Intune) platform, i.e. FSA T&Cs and compliance is agreed and met, roles and 
permissions are appropriate, plant staff may access the LAN (or 4G/5G), receive and make calls 
etc. This would all fall into a service which is already running and proven. Should users face any 
issues they can communicate with the Service Desk as the first port of call for any 
troubleshooting steps and onward to an Endpoint Management resolver group as required. 

 
The applications that meat plant staff use might require packaging and deploying in to Microsoft 
Endpoint Manager (formerly Intune) if not already present. System testing these applications 
would be an important part of any pre-pilot work on the basis that remote meat plant locations 
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generally have poor LAN and mobile data connectivity. Again, Littlefish would be happy to 
support the Microsoft Endpoint Manager and pilot work, ready for live operation. 

B Provide technical, support and contractual architectures to enable an increased variety 
of mobile device types to meet the requirements of different operational task workers 
Q5 - How will you provide technical, support and contractual architectures to enable an 
increased variety of mobile device types to meet the requirements of different operational task 
workers over the lifetime of the contract? – 50% 
Littlefish are a vendor agnostic organisation and therefore we can provide solutions and support 
for a wide range of mobile device types to meet wide ranging and sometimes opposing business 
requirements. This is important as it allows us to approach our engagement with the FSA with a 
genuinely open mind to designing, implementing, and operationally supporting the most 
appropriate and beneficial long-term technology solutions for the FSA. 

 
Our flexible service models are able to scale with the FSA over the lifetime of the contract as 
business and user needs change, leveraging resources from specialist technical and process 
orientated areas to provide technical and support architectures that are tailored towards the 
needs of operational task workers accessing productivity applications across a variety of mobile 
devices types. 

 
By enabling services such as Microsoft Endpoint Manager for example - Littlefish are able to 
work with the FSA to launch services across a wide range of device types, form factors, and user 
personas to meet the requirements all FSA users (not limited to operational task workers). 
Managing various device types from a single administrative and support platform provides a 
consistent user experience as well as operational advantages that Littlefish are able to pass on to 
the FSA. 

 
Littlefish’s support tools and remote management capabilities are already designed to be device 
agnostic, however, they have deeper integrations with the iOS and Android mobile operating 
systems as the current predominant market leaders. Littlefish uses these innovative support 
architectures to support the FSA currently – our Littlefish Live mobile offering allows us to 
remote view and (with explicit user permission) control mobile device types remotely, even 
over lower bandwidth cellular connections. Thanks to this capability, Littlefish can provide 
remote support for mobile device alongside traditional delivery platforms such as Windows, 
Linux, & MacOS. 

 
As cloud capabilities and mobile device functionality are constantly evolving, a Littlefish 
solutions architect would also be aligned to the FSA to showcase emerging technical 
architectures to the FSA’s Data, Digital and Technology functions that might be beneficial for 
adoption or review, based on either vendor developments or wider market advances. This same 
approach is taken internally in regard to ensuring that our service teams are aligned to 
technology/market developments to ensure that new service solutions (in this instance, mobile 
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device advancements) can be operationally accepted into support more rapidly as early life 
familiarisation has already been performed. This operational view of developments also flows 
back to our architecture practice to ensure a full 360 degree review of a technology/device. 
Recent examples of Littlefish supporting customers with this activity includes PIB Group 
Insurance and Cafcass. 

Section 3: Virtual Desktops and Applications – 25% 
        A Work with FSA to enable, for example, WVD to be used as part of a potential BYOD option and to enable secure access to line 

of business applications, enabling the distinction between physical and virtual devices to become increasingly seamless to end 
users. 

Q6 - FSA will make increased use of Windows Virtual Desktop (WVD) to provide access to both full Windows desktops and line 
of business applications. Describe how you will work with us to facilitate this and to provide seamless (from a user perspective) 
integration of physical and virtual devices. – 50% 

Within any IT service, new applications and service environments are considered, planned, 
designed, and introduced and the services they replace are retired. The FSA are looking to 
utilise Windows Virtual Desktop (WVD) to phase out (and presumably eventually replace) their 
existing Remote Desktop Services (RDS) platform, in addition to use it as a catalyst to drive 
adoption of Bring Your Own Device (BYOD) in a secure and compliant manner. Littlefish 
understands that the WVD environment is in its infancy, having been designed and built by the 
FSA’s Cloud Infrastructure Management supplier (CoreAzure). 

 
Littlefish (if successful in becoming the FSA’s preferred supplier for the Endpoint Management 
Service Group), looks forward to working with the FSA to build on this newly implemented 
service in the following, innovative ways: 
Meat Plants – New ways of Working 
Operational task workers in the Meat Plants typically access applications and services using 
Thin Client devices (predominantly Dell Wyse with some iGel) to connect to the RDS platform. 
RDS (and its predecessor Terminal Services) have been in existence for over 20 years. During 
this time is has always required additional licensing to use the feature (Client Access Licenses or 
CALS) and has required a level of specialism in order to deploy and update applications, as well 
as ensure the platform performs optimally. WVD greatly simplifies the licensing (and therefore 
cost) of provisioning desktops and applications to remote devices, whilst reducing overall 
complexity and still being accessible from a wide variety of endpoints. 

 
Littlefish will work with the FSA to realise the above benefits by developing a migration 
approach to switch meat plant users over to WVD as the primary platform for application 
provision. Whilst initially this may require developing a migration strategy for the Dell Wyse 
Thin Clients (which is detailed in the next question), we would also look to support the FSA’s 
desire to leverage more mobile centric devices by collaborating to develop a mobile device 
portfolio that is compatible with, and supports, WVD based application access. A key success 
factor in this regard will be to ensure the WVD experience is supportive of mobile centric 
features such as touchscreen/pen input devices, smaller screen sizes, and haptic feedback. 
Littlefish’s Architecture practice would be on hand to perform requirements capture activities, 
and rapid prototyping/Proof of Concepts to ensure that the correct device portfolio is selected. 

 
Bring Your Own Device Adoption 
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WVD as a way to access remote desktops and applications from an untrusted or unmanaged 
device is a National Cyber Security Centre (NCSC) recognised approach to safely and securely 
make BYOD available to the FSA’s users and subcontractors. This method is favoured as it 
isolates corporate data from the device, limiting access any malware that may be on the device, 
preventing bulk data downloading to the device, and reducing severity of theft by minimising 
the amount of corporate data on it. 

 
Littlefish would help drive the FSA’s adoption of their BYOD policy by designing and developing 
technical controls to mitigate the risk of allowing BYOD devices to access services the WVD 
platform. With this in place Littlefish would then build out the WVD environment to meet the 
needs of the BYOD community through specific desktop configurations and applications. 
Additionally, to drive adoption, Littlefish can provide user guidance and technical 
documentation to support users in their BYOD journey – even supplying professional services 
staff with relevant technical expertise to support the FSA’s Service Desk provider with 
knowledge transfer and Early Life Support. 

 
Seamless Integration 
Key to ensuring that users have a seamless experience when utilising the virtual and physical 
devices that deliver their Endpoint Experience are: 

• Standardisation in the look and feel of applications delivered by different platforms to 
provide users with an integrated experience 

• Single sign on capabilities to allow users to transfer between physical/virtual 
sessions/application delivery without authentication challenges that detract from the 
integrated feel of the solution 

• Platform agnostic support processes and a Service Desk that understands the way users 
consume these services to ensure that when the FSA users are raising incidents it is not 
necessary to repeatedly explain themselves or make the distinction between platforms 

• Ensuring user personalisation of devices & applications persists between the physical 
and virtual to make the two indistinguishable from an end user perspective 

Littlefish would work with the FSA to ensure their toolsets, processes, and Service Groups are 
able to support these integration ‘must have’s’. 

 
Operational Synergies 
By leveraging the same toolsets and processes to manage physical and virtual endpoints, the 
complexity of WVD management and operation is reduced. Littlefish would look at add value 
here in the following ways: 

• Ensuring Release and Deployment activities for WVD follow the same process as 
traditional Endpoints so that changes are available for physical/virtual devices at the 
same time 

• Modifying the Service catalogue to make it easy for users to request new features in WVD 
in the same way as other technologies 

• Modifying the Service Asset and Configuration Management (SACM) processes to 
recognise WVD and virtual devices in the same way physical devices are tracked and 
managed (where appropriate) 
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Littlefish is ready to work the FSA and its other suppliers to bring this connected and seamless 
experience to all FSA users. 

        B Work with FSA to transition the service to meat plant users from the current RDS setup to the WVD infrastructure 

Q7 - Describe how you will migrate access from Dell Wyse thin clients in Meat Plants from Windows Remote Desktop to WVD – 
30% 

Littlefish understands that the FSA’s Dell Wyse Thin Clients are the 5010 model currently 
running ThinOS 8.6_206. Support for Windows Virtual Desktop is only available in ThinOS 
version 9.1, which was made available on the 08/01/21. Unfortunately, the Dell Wyse 5010 
device is not able to run ThinOS v9.x and is deemed an End Of Marketing Life (EOL) product. (as 
shown here: https://www.technicalhelp.de/2021/01/08/thinos-9-1-release/ 
Dell Thin OS 9 Admin Guide). 

 
Whilst native support appears not to be possible, it may be feasible to use the Window Virtual 
Desktop Web Client via a supported browser to provide WVD connectivity to these Thin Client 
Devices. This does not require the installation of a client application and is claimed to work with 
any HTML-5 capable web browser. That said it is only officially supported by Microsoft on the 
following operating systems for HTML-5 browsers: 

• Windows 
• MacOS 
• Linux 
• Chrome OS 

 
Although Littlefish is happy to work with the FSA to investigate and provide a solution to enable 
Dell Wyse thin clients to migrate from Remote Desktop Services to Windows Virtual Desktop, 
there is a concern that any solution provided will not have full vendor support. This clearly has 
an operational risk associated with it, and Littlefish would look to assess and quantify any risks 
as part of our engagement to migrate Dell Wyse thin clients in order for the FSA to make a 
balanced decision. This situation would clearly benefit from a proof of concept (POC) phase in 
any project delivery once due diligence activities have proved that the approach is technically 
feasible. 

 
Given the FSA’s desire to move away from shared thin client devices in Meat Plants to a more 
user centric mobile device type for operational task workers there is clearly tactical benefit in 
exploring wider options to try to extend the life of the Dell Wyse devices with the WVD platform 
until the FSA’s approach and timeline for this transformation work is more clearly understood. 
Simply replacing a large number of Dell Wyse devices with comparable iGel thin clients (which 
support WVD already) doesn’t represent strategic or financial value when the desired target 
state architecture includes a substantial shift in device type, form factor, and functionality as 
part of its many benefits. 

https://www.technicalhelp.de/2021/01/08/thinos-9-1-release/
https://www.dell.com/support/manuals/en-uk/wyse-3040-thin-client/thinos9.0_ag/upgrading-the-thinos-firmware?guid=guid-e24413b9-7573-4d38-91aa-2ab1c8064b4a&lang=en-us
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A blended approach – whereby a combination of extending the life of the Dell Wyse Device via 
WVD web client access (subject to acceptance of potential short term operational risk), coupled 
with a small deployment of new/repurposed iGel devices that fully support WVD to mitigate the 
above risk may provide a transition architecture in the short term to allow the FSA to remove 
their Remote Desktop Services (RDS) infrastructure (realising savings in both compute/storage 
and software licensing as the RDS CALS would no longer be needed) whilst simultaneously 
enabling the move to new ways of working with mobile device types as the mechanism for 
accessing virtual desktops and applications in WVD. 

 
Littlefish Solution Architects would work with the FSA and other relevant 3rd party 
stakeholders to develop, design, and ratify a migration approach, as well as present the FSA with 
accurate costs to support the business case process. If the decision to proceed is given by the 
FSA, Littlefish’s Project Management Office (PMO) would manage the implementation project 
and work with Littlefish’s Professional Services engineers, Technical Design Authority 
representatives from relevant suppliers, and operational support teams to configure, test and 
subsequently implement & provide ongoing support to the migration. 

        C Migrate the WVD base model away from traditional “Gold Images” 

Q8 - How will you enable the migration of the WVD base model away from traditional “Gold Images” – 20% 
 

 

Littlefish believes that the FSA’s term ‘traditional Gold Images’ refers to Windows Virtual 
Desktop (WVD) being run in Windows 10 Enterprise Multi-Session mode. This approach relies 
on custom virtual desktop images being created (gold image) that includes the Windows 10 
operating system, operating system security patches and updates and all FSA applications 
within a Virtual Hard Disk (VHD). Whilst this approach allows multiple FSA users to 
concurrently utilise a single Windows 10 virtual machine (delivering value and reduced license 
costs as a Remote Desktop Services or RDS Client Access License is not required) it comes at the 
cost of not following the FSA’s principles of Evergreen IT. All changes e.g. monthly security 
patching, 3rd party application updates, and bi-annual Windows 10 Feature Updates require the 
custom VHD or ‘Gold Image’ to be downloaded from the WVD environment, connected to a 
reference virtual machine, changes are made, the VHD is resealed, and finally the VHD is re- 
uploaded back to the WVD environment where it can be tested on the staging platform. Once 
testing is complete the VHD can be promoted to the live environment. 

 
This is an incredibly resource intensive process that does not leverage any of the FSA’s existing 
or desired future management tools for Endpoints, and introduces rigidity and technical debt 
into a platform that should empower users to embrace change and new features as they are 
made available – the antithesis of Evergreen IT. 

 
The simplest way to remediate this concern would be to change the WVD assignment type from 
Multi-Session to Personal Desktop. This is a persistent virtual machine that is assigned to an 
individual user. This allows it to be managed and configured in exactly the same way as a 
physical device in Microsoft Endpoint Manager (formerly Intune) utilising the same 



DocuSign Envelope ID: 865A5503-9CB8-418E-ADAA-36BB70A7D495 

66 
RM3804 Order Form v4 - August 2019 

 

 

 
configuration profiles, update profiles (utilising Windows Update for Business) and even third- 
party application update toolsets such as Littlefish’s preferred update toolset - PatchMyPC. This 
would allow the FSA not to make a distinction between physical and virtual devices from an 
endpoint management, or compliance perspective. 

 
However this approach has a major disadvantage – the cost to provide every eligible FSA user a 
dedicated Windows 10 virtual machine is prohibitive, and unlikely to outweigh the 
manageability and compliance benefits. 
Littlefish would therefore seek to collaborate with the FSA and Microsoft, through our 
Enterprise Architecture function in utilising some developmental features that are currently in 
Public Preview (and therefore not recommended in a production environment) in Azure 
(specifically in Endpoint Manager and WVD). Littlefish and the FSA will collaborate to assess 
their capabilities and suitability in the FSA environment – with a view to taking the lessons 
learnt from the early preview access and promoting it to the production environment when 
there is full vendor support. These preview features are ‘Windows 10 Multi Session support in 
Endpoint Manager’ and ‘MSIX App Attach’. 

 
Multi-Session support in Endpoint Manager gives the scalability and value benefits that the FSA 
currently enjoy, with the ability to manage virtual desktops using the same platform and 
configuration & compliance policies that are used to manage physical endpoints. This would 
bring the FSA’s Evergreen strategy to all End User Compute endpoints (physical, virtual, mobile) 
and allow all Endpoints to integrate with the wider Microsoft Ecosystem (Identity and Access 
Management, Endpoint Detection & Response, Application delivery and monitoring, and Data 
Classification and Compliance) with a unified management plane. 

 
MSIX App-Attach is also a preview feature that could hold promise to the FSA in moving away 
from ‘Gold Image’ style WVD deployments. App-Attach is a containerisation feature for 
application delivery into virtual devices in the same way that FSLogix is a containerisation 
solution for user profiles. It has the potential to benefit the FSA, and Microsoft Endpoint 
Manager can be used to deploy applications packaged in the MSIX format, however App-Attach 
has its own packaging tool, and still relies on the MSIX packages residing in a virtual hard disk 
(VHD) format (and therefore another layer of abstraction). Without the use of a Dev-Ops toolset 
such as Terraform or Azure Bicep, managed through a Continuous Integration/Continuous 
Delivery (CI/CD) pipeline there is a concern that it may not natively deliver the benefits the FSA 
desire. 

 
It is this collaboration with trusted partners and assessment of new and emerging technologies 
however, that will ensure the FSA meets its 5-year objectives and continues to obtain tangible 
business benefits from its technology choices. Littlefish is pleased to have the opportunity to 
work with the FSA in this manner. 

Section 4: Device Security– 10% 
A Enable and support the increased use of biometrics (e.g. Windows Hello) for user 
authentication across all device types. 
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Q9 - How will you enable and support the increased use of biometrics (e.g. Windows Hello) for 
user authentication across all device types – 100% 
Biometrics are typically used to improve the security, efficiency and convenience of 
identification and authentication activities. The most easily recognisable biometric 
authentication methods that could be made available across all of the FSA’s current device types 
are (but not necessarily limited to): 

• Windows Hello for Business (desktop/laptop) 
• Apple Face ID and Touch ID (IOS mobiles and tablets) 
• Samsung Flow and Pass – as integrated with Samsung Knox/Android Enterprise (Android 

mobiles and tablets) 
 
All three implementations of biometric security are distinctly separate in their approach and 
management, and as biometric data is always classed as personally identifiable information (PII) 
it is important to consider the policy and process implications of the FSA’s increased use of 
biometrics, as well as the technical implementation and support challenges. 

 
Littlefish uses Microsoft Endpoint Manager as the mechanism for enabling and supporting 
biometrics for its clients across multiple device types. Endpoint Manager integrates with Apple 
Business Manager (incorporating both Apple Device Enrolment Programme and Volume 
Purchase Programme), Samsung Knox, and Azure Active Directory/On-Premise Active Directory 
to provide a single management interface to enable, configure and report on biometric 
authentication. 

 
Windows Hello for Business 
As the FSA currently access both on-premise and Azure Active Directory Resources, Littlefish 
would recommend deploying Hello for Business in hybrid, utilising key trusts to minimise the 
need to distribute client certificates to all FSA devices. This has some pre-requisite 
requirements regarding the Windows Server Operating System (OS) versions (2016 minimum), 
and so Littlefish would work with the FSA’s partners to ensure that these pre-requisites are met 
in order to Littlefish to then configure, enable and subsequently rollout the new functionality to 
the FSA user community. 

 
It may be the case that not all FSA devices have the necessary Trusted Platform Module (TPM) 
chips or Hello for Business certified cameras/fingerprint readers to enable full biometric 
functionality. Littlefish will leverage its powerful remote management and reporting tool (Datto 
RMM) which is installed on all FSA devices to audit the estate and cross reference device 
information with the FSA’s CMDB information in Service Now. Where devices do not meet the 
hardware requirements information can be passed to the FSA in order to prioritise the 
replacement of these devices as and when budgets allow. 

 
Littlefish would also configure passcode’s as a secondary authentication mechanism as part of 
Hello for Business – this allows users of non-compliant devices to start to use some of the 
benefits of Hello for Business, whilst also providing a much-needed backup mechanism should 
biometric authentication not be accurate (fingerprint recognition for example has been proven 
to be less effective amongst factory workers and those involved in manual handling operations). 
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As the FSA operates a number of meat plants Littlefish assume this would be a welcome 
additional authentication mechanism. 

 
Apple IOS Biometrics 
Apple’s FaceID and Touch ID biometric solutions are tightly controlled by Apple and are made 
available for configuration by Microsoft Endpoint Manager at the device operating system level 
and also the application level. Littlefish will assess (and enable if not already in place) the 
current Apple Business Manager integration with the FSA’s Microsoft Endpoint Manager tenant 
and recommend improvements where necessary. Once integrated, Littlefish will work with the 
FSA to define and subsequently test and implement endpoint manager configuration and 
compliance policies to enable and control the ability to use biometrics to authenticate FSA users 
against popular mobile applications. 

 
Through the use of Mobile Applications Management (MAM) policies in endpoint manager it is 
also possible to expand the use of biometric authentication across FSA line of business (LOB) 
applications. This not only facilitates convenience for users, but also then allows integration 
with Microsoft Cloud App Security to increase visibility and reporting of usage. 

 
Samsung Knox Biometrics 
Samsung Knox is the security framework used by Samsung’s Android based devices as part of 
Android for Enterprise. Samsung operates a more collaborative approach to biometrics and 
exposes Applications Programming Interfaces (API’s) to subcomponents such as Samsung Pass 
which enables biometric authentication on Samsung devices to mobile applications. 

 
Similar to IOS devices, Endpoint Manager can control biometric behaviour once integrated with 
the Samsung Knox platform and the Google Play store. Littlefish would follow the same 
approach to Android configuration as IOS in order to maintain a consistent look and feel across 
devices (where device capabilities allow) 

 
In order to support the adoption of biometrics Littlefish would (in addition to standard FSA 
communications channels) expect to use the Service Desk (whether delivered by Littlefish or 
another supplier) to target adoption – for example during password reset interactions guide the 
user to utilising biometrics as a way to reduce the number of forgotten passwords. 

Section 5: Print Management – 10% 
A The design for a Print Management solution should allow for the inclusion of office 
network printers at the end of the current Print Management contract in 2022. Precise 
numbers and locations are tbc pending confirmation of post-COVID-19 occupancy levels 
and estates strategy. 
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Q10 - During the lifetime of the contract you will take over the management of network printers 
in 5 FSA offices. How will you ensure that the Print Management solution outlined in the 
Operational Requirements is scoped to enable this and how will manage the transition of both 
printer hardware and management software? – 100% 
Littlefish understands that the FSA are looking for a supplier that will take over the management 
of network printers in 5 FSA offices, as well as providing a print management service for shared 
printers in circa 200 meat premises and a small number of corporate deployed printers in users 
homes. The solution should ideally be Software as a Service (SaaS) based and be compatible 
with both traditional clients (e.g. Desktop, Laptop) and virtual (Remote Desktop 
Services/Windows Virtual Desktops). The ability to print from mobile devices (phone/tablet) is 
also needed. 

 
More and more businesses are leveraging the benefits that cloud computing offers and moving 
away from the traditional norms of having their own infrastructure. Windows 10 is now 
installed on more than 1 billion devices, with Microsoft’s Modern Management approach (that is 
leveraging Evergreen principles and incorporating Microsoft Endpoint Manager & Autopilot) 
accounting for almost 120 million of them. 
With both productivity applications and device management tools all now available in the 
serverless ‘as a Service’ model, and accessible securely from anywhere in the world there is an 
ever-dwindling need for users to connect back to the office via Virtual Private Networks or 
‘VPN’s’. Anyone with an Office 365 account also has a cloud identity in the form of a Microsoft 
Azure Active Directory account that can be used to identify and authenticate users without 
Domain Controllers that were once the necessity of any Microsoft based environment. 
Yet there is still one fundamental aspect of day-to-day business operations that is commonly 
overlooked, causing frustration for cloud only converts, and delays for those looking to 
completely remove their reliance on server infrastructure (either on-premise or Infrastructure 
as a Service) – Printing. 

 
Littlefish first encountered this issue back in 2018 with our first government customer who 
underwent a large endpoint transformation programme do move completely to the Microsoft 
Modern Managed approach. Both Littlefish and the client researched the market, and the 
market leading solutions from Microsoft (Hybrid Cloud Print) and third parties (Papercut) were 
found wanting. 

 
This prompted Littlefish to undertake a large-scale analysis of Cloud Print solutions and develop 
a reference architecture (and associated solutions) for Cloud Print that has been aligned to our 
Microsoft Endpoint Manager (formerly Intune) strategy ever since. Printix is an automated cloud 
print management service that is hosted on, and directly integrates with Microsoft’s public cloud 
to provide secure, mobile, and ‘follow me’ printing, as well as automated print driver and queue 
management without any additional infrastructure or VPN’s across a wide range of print and 
client devices. 
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Printix is deployed via Microsoft Endpoint Manager to all devices (including WVD Session Hosts 
and mobile devices) and is then self-updating to ensure continual security compliance. The 
Printix client handles the installation of all print drivers (from its comprehensive driver 
catalogue of both Windows and MacOS drivers) and print queue management is performed 
centrally – with changes distributed to all affected client devices in real-time (subject to the 
FSA’s existing change management policies and WVD staging environment processes) 

 
Printer hardware can be transitioned to Printix in two ways – It can perform its own network 
discovery of Simple Network Management Protocol (SNMP) enabled printers to assimilate and 
create their associated print queues, or by installing the Printix client on the FSA’s existing 
Windows print servers it can selectively copy the relevant print queues, drivers, and 
configuration and create corresponding objects in the Printix environment. This enables 
Littlefish and the FSA to transition hardware, management software and users to Printix flexibly 
– however Littlefish’s reference architecture for Printix cloud print adoption recommends that 
the quickest and least impactful migration approach (from an end user perspective) is to use the 
tool to copy existing configuration from the FSA’s current print solution. 

 
The Printix infrastructure is hosted in the Microsoft Azure public cloud and is a fully SaaS based 
product – there is no need for onsite print servers. It leverages desktop optimisation features 
found in the Windows 10 operating system (similar to Microsoft Endpoint Manager and System 
Centre Configuration Manager) to securely ensure that print jobs are printed directly to the 
desired printer, rather than being spooled up to the Azure cloud and sent back down to the 
selected printer. This is a hugely beneficial feature that allows print times to be comparable to 
solutions with onsite print servers (without the cost and complexity) and can be a big 
frustration to users if the feature is not available. 
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All authentication is performed against Azure Active Directory using Modern Authentication 
techniques, which perfectly complements the FSA’s 5-year aspirations and Evergreen IT model. 
Corporate users can be added to the Printix platform using automatic Azure AD registration, and 
subcontractors can self-register for the solution using their own Azure Ad credentials (B2B) 

 
One feature not highlighted in the FSA’s 
operational requirements for print management 
(but key to delivering the long-term Endpoint 
Management strategy) is how to cater for the 
increase in Bring Your Own Device (BYOD) 
printing. Network printers typically reside on the 
corporate LAN and BYOD devices reside on 
unconnected networks (for example guest Wi-Fi). 

 
BYOD printing allows users to print to corporate 
print resources from their own (untrusted) 
devices, without having to allow access to the 
corporate network, sacrificing security. 

 
At all times, print data is encrypted with TLS1.2 in 
transit and at rest, so is suitable to print at all 
data classification levels used by the FSA. 

 
Integration with PowerBI provides printer vendor agnostic reporting and consumables 
management that is typically only found with printer vendors own management software – 
preventing vendor ‘lock in’. 

 
Littlefish’s approach to knowledge management ensures that the FSA’s Service Desk are 
included in training to use and administer the service (or are provided with relevant knowledge 
if delivered by another supplier), adding value and reducing the cost to transition to the new 
service. 

 
Littlefish believes that our approach to cloud print management exceeds the requirements set 
out by the FSA and includes additional features that complements the FSA’s long term strategy 
and Evergreen principles. 
Section 6: Conferencing Equipment – 10% 
A Dependent on post-COVID-19 occupancy levels and estates strategy: 
Configure, operate and maintain Teams Rooms devices in FSA office meeting rooms 
Design layouts and equipment requirements for meeting and conference rooms following 
revised occupancy specification of room numbers and capacities. Advise and support the 
resultant FSA procurement of Teams Rooms devices. 
Provision and maintain meeting room layout and equipment to provide effective 
protection against accidental damage or tampering 
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Q11 - Please describe how you will implement and support Teams Rooms conferencing 
equipment in FSA Offices. In particular, how will you approach designing meeting room layouts 
to minimise the risk of damage to both devices themselves and their connectivity? – 100% 
Littlefish are device agnostic with regards to our capability in designing, implementing, and 
supporting certified Microsoft Teams Rooms video conference equipment – having performed 
installations and ongoing support of solutions from Microsoft, Poly (formerly Polycom & 
Plantronics), Yealink, and Jabra. We also have experience of supporting Teams Rooms solutions 
that have been set up by clients themselves from spare Microsoft Surface tablets and disparate 
audio/visual equipment. This insight and experience has led Littlefish to develop a reference 
architecture for new Teams Rooms implementations based on the Yealink’s extensive range of 
Teams Rooms equipment. Littlefish selected Yealink as its portfolio supplier of choice due to 
their extensive partnership with Microsoft (they were the first vendor to have equipment 
certified as Teams Rooms compliant by Microsoft) and also their combination of features and 
affordability. Littlefish not only supports multiple setups across a number of our customers, but 
the majority of our own meeting spaces also have Yealink Teams Rooms equipment in them. 

 
Not all meeting spaces are equal – variations in size, capacity and physical layout can all affect 
the performance of a conference system, and a suboptimal configuration often leads to poor 
audio experience, user frustrations and ultimately negative feedback on the service. Likewise, if 
the user interface of the solution is not intuitive or designed for small form factor touchscreens 
this complexity is seen as a hindrance when users simply want to quickly enter the meeting 
room (often entering as a previous booking is in the process of closing down) and open the next 
call as quickly and a simply as possible. 

 
These challenges are exacerbated when meeting room spaces are modular and have the 
capability for multiple layouts/capacities by opening up divider walls or reconfiguring furniture. 
Typically these scenarios are when equipment is damaged, or the multiple wires involved in an 
audio/visual setup become a trip hazard. 

 
Our approach involves working with the FSA estates team to understand the future 
requirements of meeting spaces at FSA offices (noting that there may be competing 
requirements post Covid-19) and marrying them up to the most suitable products in the Yealink 
range (from solutions specifically design for 2 user ‘huddle’ spaces that benefit from wide angle 
camera’s and microphone systems with a narrow field of pickup & noise cancelling capabilities, 
to large board room implementations with capacities up to 50 people that utilise multiple 
cameras, displays and camera arrays to ensure all participants can participate) 

 
Due to the flexibility of a single vendor with multiple products, all solutions are both modular 
and compatible – meaning in spaces that can be reconfigured (e.g. 2 small rooms or one larger 
space) the equipment can be combined and integrated to serve the needs of both room 
configurations without additional configuration or outlay. 

 
The use of wireless microphone arrays or in-ceiling/dropdown microphones helps to reduce 
damage to both the peripherals and their connectivity, and where wires cannot be integrated 
into existing trunking/cabling solutions in the meeting space we use trunking/risers that are 
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both sympathetic to the room’s décor/layout as well as compliant from a health and safety 
perspective. 

 
Another reason for selection of Yealink as our portfolio offering is that Yealink provides a 
‘Endpoint Manager for audio/visual’ SaaS platform that enables Littlefish to perform centralised, 
multi-tenant remote configuration, update and patching of all Yealink Teams Room and IP 
telephony equipment that is managed and maintained by Littlefish. This is especially important 
when considering that Teams Room devices run the same underlying Windows 10 operating 
system as traditional End User Compute devices, but also often have vendor specific drivers for 
camera’s, presentation casting dongles and microphone units. Whilst a Teams Room Device can 
be enrolled in Microsoft Endpoint Manager (formerly Intune) and therefore receive 
configuration policies that update the Microsoft aspects of the operating system, updating 
custom driver packages in this way is more challenging. The vendors own management 
platform enables Littlefish to meet the FSA’s compliance needs regarding the application of 
critical patches/updates whilst ensuring new functionality is enabled via regular software 
upgrades. 

Section 7: Technology Roadmap – 10% 
A Whilst this document specifies FSA's current technology and services, the supplier will 
be required to support the principle of the FSA IT's Evergreen Strategy to continually 
update, review and where appropriate adopt and benefit from new and emerging 
technology. 
Q12 - Describe how you will regularly identify and showcase new technology relevant to the 
FSA's requirements and strategic direction – 15% 

 
Our Enterprise Architecture Services (EAS) team operate under the principles of The Open 
Group Architecture Framework (TOGAF). The Architecture practice frequently monitor insight 
and market trends from global research bodies such as Gartner and Forrester; pan-government 
agencies such as CCS, GDS, Cabinet Office, and NCSC; major and tactical technology providers 
and service management bodies such as Axelos and the ITSMF. 

 
By assigning a nominated Littlefish Solution Architect to the FSA as part of our service offering, 
we are able to integrate more effectively, and understand the needs of the FSA and their 
Evergreen IT strategy. This collaborative partnership allows Littlefish to identify new 
technologies we believe will be a good tactical, or strategic fit with the FSA’s wider vision. 
Littlefish Solution Architects regularly meet with the FSA’s Service Delivery Manager and wider 
operational team members to gain feedback and insight from analysis of incident/problem 
records – ensuring that issues and comments from the FSA user community are understood and 
form part of our proactive approach to identifying and showcasing new technologies that could 
deliver tangible benefits to the FSA’s users. 

 
In addition to this Littlefish would recommend quarterly 'Architecture & Technology Strategy' 
sessions with the FSA - where your Littlefish Solutions Architect can present to the FSA on 
emerging technologies (or advancements in existing capabilities). These sessions also provide a 
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way to track progress against the architectural vision, and to ensure the FSA and their 
collaboration partners are adhering to the defined architectural principles. 

 
Based on the outcome of these sessions, Littlefish would be happy to spearhead future 
technology initiatives on behalf of the FSA, managing cross-supplier interactions and sourcing or 
sub-contracting solutions as appropriate. 

Q13 - Describe how you will upskill and support the FSA as it upgrades and replaces existing 
services and adopts new technology – 10% 
To ensure continuous improvement in the quality of our services and to ensure our staff are at 
the forefront of technology developments, we have setup the Littlefish Academy. The Academy is 
a training programme which encourages all areas of Littlefish (from Service Desk and wider 
operational personnel, through to professional services engineers, architects, and cyber security 
staff) to improve their technical knowledge and customer service skills. Apart from developing 
their expertise, staff have an opportunity to also increase their earning potential. The Academy 
is a combination of three key attainments: Technical Examinations, Quality Assessments and 
Customer Satisfaction scores. All relevant levels must be achieved before an engineer can ‘level 
up’. 

Academy progression is tied to individual performance plans, which are assessed at least 
quarterly, and are used to determine individual progression and improvement and, in turn, 
bonuses, promotions, salary increases, or other benefits. 

In order to facilitate learning we provide learning support to all personnel in the form of study 
guides, labs/practice exams, access to LinkedIn Learning (widely regarded as the best online 
technical training platform on the market), and paid exams (up to two attempts at any exam 
after which the individual is expected to pay for further attempts). 

Where new technologies/services become apparent (or skills gaps arise) we also supplement 
self-training with classroom-based instructor-led training. A recent example of this would be 
with the recent release of ITIL v4. We have run a number of classroom based ITIL v4 training 
sessions to upskill personnel in the new framework. As an offshoot of the training we already 
have a number of staff who are accredited to ITIL v4 and are therefore able to bring the benefits 
of the new framework to bear in a rapid but appropriately considered way for our customers. 

We also undertake mandatory bi-annual customer service training for all operational personnel. 
The training syllabus is configured to accommodate for where an individual is in their Littlefish 
career (experience, capability, length of service, previously attended courses, etc) to ensure that 
individual team members are not the recipient of ‘stale’ content that they have already had 
delivered to them. Where we provide a Service Desk, more advanced agents eventually 
undertake fluid scenario-based training, where the trainer (working in an actor-led capacity) 
can attune training to specific customer circumstances. The trainer derives these scenarios by 
analysing historic Service Desk engagement (through call recordings, emails, chat scripts, etc), 
picking out notable examples of where there were difficulties in delivering effective service or, 
conversely, excellent examples of where a difficult situation had been handled effectively. 
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We believe that the approaches outlined above provide a well-rounded and comprehensive 
approach to learning & development and go some way further than those programs that we 
know are available at our competitors. 

Littlefish fully support the principle of Evergreen IT and can even tailor the learning outcomes of 
staff in the Littlefish FSA team (via the Academy platform) to align more closely with your 
strategic roadmap to ensure that we are ready to support new and emerging technology when 
FSA choose to take advantage of it. 

Along with our clients needs, Littlefish are a member of a large number of technology partner 
programmes (e.g. Microsoft Partner Network (MPN)) and therefore we need to stay current with 
technology trends and developments in order to maintain our partner status and competency 
levels. A strong example of this is our MPN status, as Littlefish are a proud 6 competency gold 
partner showcasing our abilities at the highest competency level across a wide range of 
Microsoft technologies: 

• Gold Cloud Platform 
• Gold Datacenter 
• Gold Cloud Productivity 
• Gold Enterprise Mobility Management 
• Gold Windows and Devices 
• Gold Collaboration and Content 

B Support and provide technical leadership of projects and programmes to deliver the 
FSA’s Technology roadmap. 
Q14 - Describe your approach to project delivery and how you will provide technical leadership 
to cross-supplier project teams – 25% 
An effective approach to the management of IT and business change reduces risk and promotes a successful project delivery and outcome. 
Ever more integrated IT solutions require effective planning and co-ordination to ensure consideration of dependencies, efficient use of 
technical resource, and mitigation of risk. The Littlefish approach to successful technical leadership is delivered through the close 
collaboration between our Enterprise/Solution/Technical Architects, Professional Services team and our Project Management Office – 
collectively known as our Consultancy Services division. 

 
Our pool of certified Project Management staff provide a service is designed to be agile and scalable with a defined process that utilises a 
core set of project controls to enable a structured, efficient approach to the delivery of IT projects and business change. Our project 
managers have responsibility for the end-to-end delivery of solutions from scope definition, detailed project planning and technical design, 
through implementation, testing, and handover to both the customer contacts and our own Operations team (where we are involved in 
ongoing support services). 
Core to our approach to project delivery is effective planning to ensure an efficient start to the project then regular communication 
throughout delivery as solution configuration will involve Professional Services engineers working on-site, or remotely, or a combination of 
both. 

 
Project start-up activities may include technical design meetings and / or workshops that our project manager will facilitate as the project 
scope, approach, technical design details and plans are confirmed then baselined. Throughout project delivery our project manager ensures 
regular communication with project stakeholders (i.e. those people involved in the project or affected by it) to inform of project status, 
progress and notification of any risks or issues that are escalated, as well as communication within the project team to ensure the project 
resources are aware of status, progress, tasks, and plans. 
Benefits 
· A single point of ownership and single point of contact throughout implementation of the solution 
· A consistent delivery approach using defined process, techniques and products with additional project controls applied as the solution size 
or complexity increases 
· Effective project start-up with meetings / workshops planned and managed, and meeting facilitation skills used to support and assist 
technical design, planning and project definition 
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· Organisation and co-ordination of the delivery; control as to what, when, who, where and how with a defined plan for delivery and 
proactive tracking of the project delivery 
· Project controls applied to ensure effective management of the solution implementation: 

o Proactive management of project resource 
o Proactive management of risks and issues 
o Proactive management of dependencies, with definition and tracking of project pre-requisites to promote effective technical 
task start, then active management of dependencies throughout solution delivery 
o Proactive management of project change (scope, schedule, budget, spend or cost), with definition of the change and impact to 
ensure details are captured and communicated 

· Improved effectiveness of the project team (which may consist of customer, Littlefish and other 3rd party contacts) as the project 
manager co-ordinates activities across suppliers, manages delivery of tasks and supports communication between project team members 
and the wider customer points of contact. 

 
Where a full project management service is not required, i.e. the technical engagement is of limited size or timescale, then “project co- 
ordination” ensures key activities are undertaken and the project delivery is tracked by the Littlefish Programme Management Office (PMO). 
This service provides facilitation of the project delivery and still maintains the structured, consistent, and controlled approach to delivery of 
the technical solution through our PMO. The project co-ordinator is allocated on project approval to proceed and undertakes a specific role 
and tasks during project delivery to support a consistent delivery approach. 

 
The Littlefish PMO is responsible for the booking of project technical resource, tracking of technical task pre-requisites (such as solution 
hardware order and delivery to site, or ensuring license details are made available to the engineer), and scheduling a handover review with 
operational support (e.g. the Littlefish Endpoint Management point of contact). 

 
Our project delivery specialists are responsible for the technical delivery of the solutions. 
Benefits 
· A single point for technical resource co-ordination throughout delivery of the solution 
· Project pre-requisites proactively managed to ensure preparations are completed in readiness for technical task start supporting an 
effective engagement 
· A consistent delivery approach with core controls applied and project products (deliverables) centrally managed 
· Handover to the Operational Support team scheduled and verified to promote effective transition to Business As Usual (BAU) support 

 
The Littlefish Enterprise/Solution/Technical Architects are responsible for providing architectural governance and technical leadership for all 
project engagements, including those involving multiple suppliers and technical stakeholders. FSA’s nominated Littlefish Solution Architect 
will be aligned to FSA’s architecture principles and have a detailed knowledge of both current state and future state technical architectures 
(as a result of being involved since the inception of any project). 

 
Littlefish chair and manage Technical Design Authorities for a number of clients, and this is the forum in which both Littlefish and 3rd party 
suppliers should attend as part of project engagements and significant technical upgrades. Littlefish technical leadership ensures that all 
aspects of the project lifecycle (proposal, scoping, design and delivery) are considered, along with their interactions and dependencies with 
existing FSA systems. 

 
Littlefish architects also provide the highest level of technical escalation during project deliveries, to ensure that in-flight technical issues 
are resolved quickly and in a manner that does not deviate from FSA’s architectural principles, or create technical debt that could impact 
future project goals. 

 
Fundamentally, we deliver projects with the pragmatic and practical governance approach, whilst recognising the flexibility and agility we 
need to retain within our projects and professional services organisation to deliver rapidly for customers. 

C Work with other suppliers to continually improve the technical infrastructure across all 
Service Groups. 
Q15 - FSA is seeking suppliers who continually improve their service offering and embed this 
into existing services. Describe how you have provided in-service improvements over the past 
two years, as part of business as usual operations, for a customer similar to the FSA. – 25% 
When Littlefish began delivering Service Desk and End User Compute services to the Children 
and Family Court Advisory and Support Service (Cafcass) we were dependent on end users 
alerting the Service Desk to all localised issues they were experiencing. This reactive support 
model, compounded by an ageing estate, restricted service efficiency and impacted user 
productivity. 

 
Early on in our engagement, in consultation with Cafcass, we defined a strategy to deploy 
Aternity, an enterprise class Digital Experience Management (DEM) platform with two key 
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advantages. The first was a rich insight into end user device configuration, performance, and 
usage, to better understand how device usage within the organisation. Secondly, Aternity gave 
us the ability to monitor the estate and act proactively, reducing the reliance on users to log 
issues, allowing us to increase user productivity - resolving issues more quickly. 

 
The additional data captured by Aternity provided a number of significant early benefits by 
allowing us to: 

 
• Quickly identify what applications were being used to enable the board to make informed 

decisions on their application and licensing strategy 
• Track user uptake of new applications as they were rolled out across the estate to 

identify issues, measure success rates and ROI 
• Increase overall understanding of how users interact with their IT to help prioritise 

proactive problem resolution by directing focus to issues having the biggest impact to the 
end users 

 
Additional benefits are outlined below. 

Enabling a proactive support model 

Unlike the traditional model that requires the end user to kick start the support process by 
reporting an issue to the Service Desk, Aternity provides a number of automatically generated 
event-based alerts that include: 

 
• Application Crash 
• Battery Wear 
• HD Bad Blocks 
• HD Failure 
• Low Disk Space 
• Overheat related shutdown 
• System Crash 
• Windows update failure 

 
These alerts are automatically logged in the ITSM platform, prompting the Service Desk to 
proactively contact the affected user to fix the issue. This gives rise to multiple benefits that 
include: 

 
• Increased user perception of IT services leading to higher satisfaction ratings 
• Ability to resolve issues before they become user-impacting, maintaining productivity 
• Estate-wide data capture to facilitate trending to identify and fix issues across the estate, 

increasing productivity and Service Desk efficiency. As an example an unknown issue was 
causing frequent crashes of Internet Explorer and generating multiple Incidents. The data 
captured by Aternity supported the investigation which enabled us to quickly identify 
one of the main Line of Business applications to be the cause. We alerted the application 
vendor who, with the information we had provided, resolved the issue. 
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The downward trend of alerts generated by Aternity in the first 6 months following deployment 
demonstrates a reduction of user-impacting Incidents over time as the underlying causes are 
proactively detected and resolved before they trigger an alert 

 
Anomaly detection 

 
An alert is generated when there is an over usage or under usage of an application. This means 
we can sometimes detect, investigate, and even resolve a Major Incident before a user reports it. 

 
On a monthly basis we review the top 10 worst effected users by User Experience Score 
(generated within the Aternity tool) or device utilisation. We then proactively contact the user to 
confirm and then fix their issues. Each such engagement with a user is tracked during the 
following month to ensure the issues have been resolved, with further action taken as required. 

 
 
Enhanced diagnostic capability 

 
The Service Desk are able to use the Aternity tool to diagnose a particular machine when an 
Agent is alerted to an issue. The detailed data available can drastically save triage time, 
returning a working device to the affected user more quickly. As an example, an unintended 
Windows 10 User State Migration Tool scan caused devices’ resources to become fully utilised 
rendering them virtually unusable. By using Aternity we were able to both identify the issue and 
a fix (an update to a later Windows 10 release). Normally this type of issue would have taken 
many hours of investigation to identify the root cause. 

 
Built-in dashboard functionality provides the Service Desk with the ability to monitor users’ 
machines and present an estate-wide summary. Issues are presented visually as they occur, and 
alerts generated according to pre-defined criteria and thresholds. Littlefish uses this feature to 
identify when a user does not have Bitlocker configured on their device. Potential security 
breaches can be averted by alerting the Service Desk Agent who quickly rectifies the situation. 

 
 
Change Validation 

 
The impact of changes can be readily reviewed. For example following the move from Windows 
10 version 1709 to 1803 we could see that 1803 was 42% more stable. We have also used this 
functionality to help Cafcass decide how to invest in new laptops. After testing different models 
we used Aternity to report on performance and stability to help inform their decision. 

 
For future changes Aternity will be valuable for monitoring, validation, and ultimately assessing 
ROI for strategic changes. 
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Wellbeing Detection 

 
Aternity has dashboards that can detect where users are working between 1am and 4am. We 
found that on average 50 users a month spend at least an hour working between these hours. 
This information has given Cafcass insight into potential wellbeing issues and data to support 
ongoing staff protection. 

 
 
SLA Management of Third Parties 

 
We have configured application response measures to allow Cafcass to track 3rd party 
performance against contractual SLAs, providing the necessary data should performance issues 
need to be addressed. 

 
 
License usage 

 
Aternity can monitor application usage to determine those that have not been used for a set 
period of time on devices they’re installed on. This has allowed us to identify 16 Microsoft 
Project and Visio licenses that hadn’t been used in 3 months, giving Cafcass the opportunity to 
optimise licence efficiency. 

 
 
Device Refresh 

 
Using the Smart Refresh reporting capability within Aternity we have supported Cafcass in 
adopting a performance-based refresh strategy rather than renewing devices based on age. The 
report, based on User Experience scores and device utilisation, led to a refresh of 30 devices 
rather than 430 that would have been replaced based on age and specification alone. The 
dashboard below is an example of a high-level report. 
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D Work with FSA, and provide pro-active expertise, to identify opportunities for roadmap 
development and enhancement resulting from business change and industry innovations. 
Q16 - Describe your roadmap for delivery of service improvements in Endpoint technologies 
and service delivery over the next 12-24 months, including how new services will be made 
available to the FSA. – 25% 
Littlefish currently support over 70,000 endpoints across both the public and private sectors. 
These clients and end users have hugely varying capabilities and requirements dependant on 
their organisations and roles, along with technical maturity levels dependant on multiple 
factors. To ensure that each roadmap is tailored for the target client, Littlefish will assigned a 
lead solutions architecture to work in conjunction with the FSA stated goals/objectives to 
deliver service improvements that bring demonstrable value to your users. 

 
As a 6 competency Microsoft Gold partner, 
specialising in cloud and endpoint device & mobility 
management Littlefish adapts the principles and 
design patterns that form Microsoft’s Evergreen & 
Zero Trust architectures and aligns them with NCSC 

security and useability guidance to form our roadmap for endpoint technologies. 
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At a high level, the logical target state architecture – that is to say the end state that delivers all 
the anticipated savings and benefits is depicted below: 

 

 
 
The aim of this endpoint technology roadmap, and the service delivery approach to transition to 
it would be aligned to the FSA’s 5-year vision: 

• An ecosystem of cloud-based platforms and toolsets that work together to facilitate 
working from any location without cumbersome VPN technologies. The Office is no 
longer a focal point. 

• A device lifecycle that mirrors how you buy and use personal equipment – choose from a 
range of devices, which are delivered to your door, the user logs on with their credentials 
and the device configures itself. Replacements are sent proactively when faults occur, 
and data is held in the cloud to facilitate fast and efficient transfer between devices 

• A platform to enable both corporate and non-corporate device access to resources, 
subject to endpoint compliance checks 

• A singular Endpoint Manager for physical, virtual, and mobile device types 
• The use of Software as a Service (SaaS) solutions will make applications device agnostic – 

empowering users to be productive in the way that works best for them 
 
Littlefish’s Endpoint roadmap to achieving this future state is defined below. It is entrenched in 
Microsoft Endpoint Manager (formerly Intune) and the benefits it leverages when used in 
conjunction with the wider Microsoft ecosystem. Whilst client’s appetite to risk and budgetary 
constraints can shape the timeframes for reaching their goals, a 12-24-month timeframe is 
achievable. Typically, it is application compatibility and constraints around legacy 
authentication methods such as NTLM (and the need for traditional Identity management via 
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Active Directory) that present potential barriers to adoption, however transitory Infrastructure 
as a Service (IaaS) solutions such as Windows Virtual Desktop (WVD) and Remote Desktop 
Services (RDS) can bridge the gap until application architectures are available to support the 
move to Software as a Service (SaaS) using Modern Authentication (Azure Active Directory). 
Whilst application architectures are not fully SaaS aligned, WVD is also useful in facilitating 
Bring Your Own Device (BYOD) access to Line of Business (LOB) applications. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Whilst it is sometimes easy to discuss what service improvements should be delivered, without 
improvements to the delivery of those services it is difficult to realise their benefits. The way in 
which users adopt, access, and consume new endpoint technologies is just as important. 

 
By enforcing endpoint compliance, for example, the FSA’s security posture is improved, however 
if the Evergreen IT update and patch processes are not operating quickly and efficiently FSA 
users will be actively denied access to corporate resources, leading to frustration, decreased 
productivity and an increase in call volumes. This is where improvements to existing services, 
and integration/orchestration between Service Now (FSA’s ITSM tool), Microsoft Endpoint 
Manager and Datto RMM can ensure that non-compliance can be detected and remediated 
proactively – across multiple FSA suppliers/resolver groups. 

 
Littlefish manage and maintain Continual Service Improvement, Risk and Service Now 
improvement registers on behalf of the FSA, and work with the FSA and partners to remediate 
and implement service improvements. Moving forward, these registers will be more tightly 
integrated with the FSA’s and Littlefish’s architecture functions to ensure cohesive 
improvements are made, and the impact of change is assessed across all delivery partners. 
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Little Fish Service Response 
 
 

TENDER FS430633 Endpoint Management 
  

Section 1: Service Management – 50% 

A Service Improvement - Improve customer experience by adopting a 'shift left' 
approach, transferring knowledge to service desk to enable first line fix wherever 
possible 
Q1 - Describe how you will identify resolutions that meet this criteria, and how you will 
continuously ensure these are transferred to enable first line fix – 5% 

 
Service Evolution and ‘Shift-Left’ are core to Littlefish’s approach to Service Desk enablement 
and as such we fully understand the benefit they offer in terms of increased user productivity 
and satisfaction, service efficiency, and reduced reliance on typically more expensive 
downstream resolvers to fix issues that could otherwise be resolved at the first point of 
contact. 

 
In the context of this Endpoint Management procurement process, we recognise that the 
Service Desk provider could be a supplier other than Littlefish and as such our response 
addresses how we will equip that provider with the relevant information and permissions to 
facilitate Shift-Left. Where we provide both Service Desk and End Point Management services 
however we inherently equip the Service Desk with the necessary skills and knowledge 
(through recruitment of level 2 Service Desk engineers and ongoing training provided through 
the Littlefish Academy) to enable minimum 70% First Contact Resolution. 

 
Our approach to identifying opportunities for Shift-Left is through proactive trend analysis of 
Support Requests (Littlefish’s collective term for Incidents and Service Requests) escalated by 
the Service Desk to the Endpoint Management service. Our experience of delivering both the 
FSA service and similar service for 30+ other customers provides us with an informed view of 
the type of activities that can and should be carried out by a Service Desk. In the context of 
Endpoint Management, activities might include removal (or release as appropriate) of files 
quarantined by Endpoint Protection software, or simple ‘how to’ type tasks in relation to end 
user software such as Office or other common off the shelf applications. The key criteria for 
identifying suitable Shift-Left candidates include: 

 
• High incidence of Support Requests passed to the Endpoint Management service 
• Suitability for resolution by the Service Desk – to be agreed in conjunction with the FSA 

and the Service Desk provider to accept or mitigate any risks identified through 
provision of enhanced access levels necessary to carry out agreed tasks. Where this is 
the case we will use granular access permission to tools or services where possible to 
restrict overall access given to the Service Desk 

• Existing Littlefish Service Desk activity – should the FSA seek to use a different provider 
for this service we anticipate the FSA would expect the incoming supplier’s agents to 
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have a minimum of Level 2 capability and equivalent skillsets to subsequently be able to 
carry out the same tasks performed by the Littlefish Service Desk today 

 
Identifying Shift-Left candidates is the first step in this process. The Littlefish Endpoint 
Management service will take responsibility for providing new knowledge and supporting 
documentation for transfer to the Service Desk. In the event of a transfer of service to a new 
supplier, we will make existing knowledge available and expect the incoming supplier to take 
ownership of the documentation through a Knowledge Management function, and ensure staff 
are oriented and able to use the documentation effectively to effect a first line fix for users’ 
Support Requests. 

 
As the service evolves, new technologies are introduced, and ongoing trend analysis uncovers 
new opportunities to Shift-Left, the Littlefish Continual Service Improvement (CSI) cycle, 
managed by the Service Account Manager (SAM), will be employed to ensure a continual 
identification and transfer of appropriate resolutions to the Service Desk. Our motivations will 
be two-fold. First, as the Endpoint Management supplier we will look to achieve greater 
efficiency by reducing the workload on Endpoint Management resources, freeing up bandwidth 
to deliver additional value back into FSA rather than firefighting or keeping the lights on when 
this activity can be addressed at the first point of contact. Second, should Littlefish be 
successful in retaining the Service Desk (through a separate FSA tender process) we will be 
equally incentivised to proactively Shift-Left to continually increase First Contact Resolution 
and therefore user satisfaction. Both of these cornerstones of the Littlefish ethos for the 
delivery of high quality Managed Services, the commercial advantages of this are covered in the 
Commercial requirements document. 

 
In the event that FSA selects a new Service Desk provider, we recognise that for Shift-Left and 
first line fix to be successful, the Service Desk provider must not only be incentivised but also 
act willingly to take on additional activity from another supplier. Our approach is to work 
collaboratively with all parties in the Service Ecosystem in the common goal of supporting FSA 
in achieving desired outcomes and delivering excellent service. 

B Monitoring - The supplier will provide performance monitoring and reporting for any 
services under its area of responsibility, ensuring issues are identified and investigated 
and working with the FSA to resolve as required. 
Q2 - Describe how you would use monitoring and reporting to proactively identify outages and 
degradation of services, and ensure appropriate action is taken to limit the impact on end- 
users – 5% 

 
Littlefish will actively monitor and report on performance to ensure we deliver services in line 
with agreed service levels and provide regular reporting to demonstrate achievement against 
service objectives. 
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Service performance will be monitored proactively throughout the agreed reporting period 
(typically monthly) such that issues or potential breaches are identified and addressed before 
actual breaches or impacts to service performance occur. We will expect continued access to 
the daily reporting extract from ServiceNow currently provided for the Endpoint Management 
service in order to retain a point-in-time view on open Support Requests and progress against 
SLA. 

 
The Service Review process typically follows a monthly cycle, with the Service Delivery 
Manager (SDM) acting as the focal point for Littlefish-delivered services in a monthly Service 
Review meeting with key FSA stakeholders. We would expect the review to include other 
service providers in the Service Ecosystem, particularly in the event that a different supplier 
takes responsibility for the Service Desk. 

 
The SDM will prepare and present the monthly Service Report to quantifiably demonstrate 
service performance and review the on-going delivery of the service. The items covered in the 
Service Reviews will include: 

 
• Service Performance Review (against SLAs) 
• Service Volume and KPI Review (and associated trend analysis) 
• Contract Review 
• Continuous Service Improvement Program 

 
Littlefish will provide reports that can be readily extracted from other FSA tools (in addition to 
ServiceNow) used in the delivery of service (for example to demonstrate endpoint protection 
compliance). 

 
Outside of the Service Review cycle the SDM will work with FSA to ensure that the service is 
aligned to business objectives and effectively executed. 

 
Littlefish will proactively identify outages or service degradation through our integrated best- 
of-breed toolsets that makeup our Littlefish ‘Labs’ solution. Labs provides proactive 
monitoring and management for the servers, SANs and network equipment that underpin our 
customers’ business operations. Proactive monitoring allows us to spot deviations from the 
norm which might be a portent of impending downtime or performance degradation. Using 
this proactively delivered information we can take remedial action to ensure business or user 
impact or downtime is averted. 

 
Using the Labs toolset we will monitor FSA server availability, capacity, and performance on a 
24/7 basis. For devices hosting core Line of Business (LoB) applications Littlefish will also 
monitor the services that underpin these applications. Availability monitoring will be 
conducted on a real-time 24/7 basis with notifications being sent to FSA for auto-logging into 
the ServiceNow system (as is currently done for alerts generated by the CoreAzure monitoring 
tool) using our network monitoring platform, described in detail below. 

 
Recognising the requirement to evolve and improve the availability monitoring service in line 
with a drive towards user experience monitoring Littlefish has, as part of our development 
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roadmap, invested in Digital Experience Monitoring technologies. Whilst being able to monitor 
base application availability this technology also enables Littlefish to monitor and report upon 
the relative performance of any LoB application by simulating typical end-user transactions. 
We would welcome the opportunity to discuss the benefits of this service further with FSA. 

 
Our network monitoring platform uses the Paessler PRTG toolset (Gartner Magic Quadrant 
recommended toolset) which includes the following features: 

 
• Availability Monitoring – Real time platform/device availability monitoring 
• Performance Monitoring – Application/device performance monitoring with intelligent 

threshold learning 
• Device Hardware Monitoring – Proactive device hardware alerting 

 
PRTG is highly configurable and can be tailored to monitor specific devices with thresholds 
configured in collaboration with FSA to meet specific service requirements, or Littlefish’s own 
recommendations if preferred. 

 
 

 
 
When an issue has been identified through breach of a pre-defined threshold proactive alerting 
will flag the issue with our Endpoint and Infrastructure Management teams who will 
investigate the issue. Working with FSA and other suppliers as is necessary they will follow 
FSA Incident (as well as Problem and Major Incident, and Change where required) 
Management processes to take appropriate action with a view to effecting a resolution as 
quickly as possible, within SLA, to limit the impact of any service outage or degradation to end 
users. 
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C Acceptance into Service - The supplier shall work to the FSA Acceptance into Service 
process and contribute to the provision and assessment of all relevant requirements 
specified for any new services. 
Q3 - Describe your own processes for the acceptance of new services, and how these ensure 
you are able to provide appropriate support – 5% 

 
Littlefish recognises the necessity to work to a defined process to ensure new services are 
introduced in a controlled manner, verify that service function and quality criteria are met, and 
that all necessary activities are completed in order that new services can be effectively 
supported once deployed. 

 
Drawing on experience and methods used in our established Service Transition processes we 
have created a standardised approach for accepting new service into operations through our 
Service Integration function, which we will adapt (where we have not already done so through 
existing services delivered by Littlefish) to meet the requirements set out in the FSA 
Acceptance into Service Procedure. We support and enable Acceptance into Service (AIS) 
processes for a number of our customers. 

 
For the introduction of new technologies or services we will work collaboratively with FSA to 
pragmatically understand the impact on service demand. If no material impact is anticipated 
then we will not charge FSA for extending the service to facilitate onboarding (we would 
however expect to charge for introducing the service, via the Service Integration function, 
which we can agree a fixed fee rate card for with FSA based on catalogue items covering 
simple, standard, or complex onboarding requirements, or charge on a T&M basis). If there is 
likely to be a material impact to service demand then we will assess the permanence of this, to 
assess whether it will require a permanent increase in service headcount, or can it be 
facilitated through temporary scale up using Early Life Support (ELS) (which we can bring to 
bear on a tactical basis for the duration of any peak demand) and then provide FSA with a 
guide as to additional charges once the baseline service effort is understood. 

 
Successful onboarding of new services demands that other existing services are not negatively 
impacted as a result of the change. Our approach aims to identify and proactively mitigate any 
anticipated risks (drawing on previous experience to inform the process) rather than 
addressing issues in a reactive manner. 

 
Knowledge capture and transfer into appropriate support teams is essential and we will work 
with relevant parties (including our own Professional Services (PS) teams where Littlefish are 
implementing new technologies or services) to ensure documentation is created and 
transferred into the FSA’s Knowledge Management system. Skills matrices for support 
personnel are reviewed and any gaps addressed through training, either via informal 
‘handover’ sessions from PS resources (where appropriate and not detrimental to future 
service provision) or through formal training and certification paths where required. 

 
Our processes consider the need for end user training to identify if the release of new services 
or technologies will generate a requirement for end user support or training to support 
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adoption and serve to proactively reduce additional demand on the Service Desk and other 
support functions. 

 
Escalation processes are defined where appropriate, considering third party or vendor 
support. For example in the case of Line of Business applications that require specialist 
knowledge to address complex or development issues. The goal here is to maximise first line / 
first contact resolution by initially equipping the Service Desk with relevant skills and 
knowledge to ensure rapid support and resolutions are provided to end users without the need 
to escalate Support Requests from the Service Desk. 

 
These processes can (and should) also be configured for offboarding. 

 
Littlefish support and enable AIS focused processes at a variety of our customers. At Historic 
England for example we have collaboratively implemented this process (with Historic England, 
as the new insourced Service Integration layer). This has been a key part of the Service 
Transition as Historic England have transitioned away from their old single-supplier ITO 
contract with Capita. We have worked with Historic England to on-board new suppliers (and 
internal service teams) into the new Target Operating Model. A significant amount of this effort 
was undertaken through Service Transition, as Historic England moved to a disaggregated 
model. The work we have done to enable operational acceptance, allowing Historic England to 
successfully disengage from the incumbent and rapidly implement service improvements, has 
been replicated throughout the lifecycle of the contract. This has ensured the same ‘tried and 
tested’ consistent approach is utilised for onboarding new suppliers. 

 
By way of further example, Littlefish worked with the Money Advice Service (MAS) to off-board 
a legacy Managed Print Service, replacing it with a new Xerox Managed Print Service. 

D Change management - The supplier shall work to the FSA change management 
process, and contribute to the assessment, logging, review, implementation, scheduling, 
review and closure of changes. 
Q4 - Describe your approach to change management and what actions you take to minimise the 
risks associated with changes – 5% 

 
Littlefish will work to FSA Change Management process in the delivery of Endpoint 
Management services. 

 
Our approach to Change Management adapts as required to align to specific customer 
requirements and nuances, however it is based on processes defined in the ITIL v4 framework 
and broadly follows these processes: 

• Register and create the Request for Change (RFC) 
• Technically review the RFC 
• Seek Authorisation for the RFC from FSA 
• Implement the RFC 
• Review and Close the RFC 
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Our current understanding based on today’s operational model is that FSA will manage the 
Change Management process within the ServiceNow IT Service Management system. FSA will 
designate an approver of RFCs who will engage to understand the RFC and approve (or reject) 
the RFC and agree an implementation schedule for the Change. Collectively the parties will 
agree an approach and frequency of Change Advisory Board (CAB) and convene such meetings 
on an appropriate schedule, with attendees including suitably knowledgeable personnel. 
Emergency CABs may be convened where the need arises. 

 
Change Classification and Approval Process 
The approval process for registered Changes will differ dependent upon the classification of 
the Change. Each of the relevant classifications and approval processes are defined below, 
always with a view to identifying and proactively minimising risk. 

• Standard Changes: Standard Changes are those Changes that occur on a frequent or routine basis and represent low risk (such 
as routine file system access right amendments). These Changes are agreed in advance and are exempt from approval prior to 
implementation. 

• Minor Changes: Minor Changes are Changes that require implementation and represent 
a low risk. Minor Changes are logged by the initiating engineer and submitted for 
internal peer approval and subsequently to the customer for further approval. 

• Major Changes: Major Changes are Changes that require implementation and represent 
a medium or high risk. All Major Changes are logged by the initiating Littlefish engineer 
and submitted for internal peer approval and subsequently to the customer for further 
approval. 

• Emergency Changes: Emergency Changes are typically related to higher priority Incidents where immediate action is required 
in order to restore a particular service. Depending on the timing of the Change (outside of standard office hours for instance) it 
may not be possible to gain internal peer approval. Internal peer approval is sought in the first instance however if it is not 
readily available then the Change Request is submitted directly to the customer for approval. If the customer approver is also 
not available then the Change may still be implemented and the Change Request approved in retrospect. Once the Emergency 
Change has been implemented the customer is notified. 

• Retrospective Changes: Retrospective Changes apply to Changes that are applied at short-notice and without prior approval. 
This may be due to the scenario detailed Emergency Change or because a Littlefish Engineer has cause to make an immediate 
Change to a system or service in order to avert rapidly impending loss of service, or to very quickly restore a particular time- 
critical service. 

 
Change Risk Management 
In all circumstances we work collaboratively with the customer and the wider Service 
Ecosystem to support a process that fits the needs of the business, and allows the customer to 
retain ownership, and ultimately minimise business risk posed by the introduction of changes. 

 
Risk assessment enables us to identify the potential risk any change might have on a 
customer’s business so that informed decisions can be taken to reduce likelihood and potential 
impact. Timing of change implementation is a key factor and we work with our customers 
where required to implement change outside of normal working hours. 

 
Littlefish’s standard approach to risk assessment is to assign a relevant Risk Score calculated 
by answering the questions outlined in the table below. 

 Question Answer Score (weighting)  
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 Please indicate the anticipated outage to implement 

this Change 
Widespread 

Limited 
None 

5 

2 

0 

 

How many applications will be affected by this 
Change? 

>=10 

<10 

1-2 

5 

2 

1 

How many client users will be affected by this 
Change? 

>100 

10-100 

Less than 100 

3 

2 

1 

Are changes to be implemented within Production 
hours? 

Yes 

No 

10 

1 

Is the Change to be tested? No 

Yes 

20 

1 

Likelihood of the Change failing? High 

Medium 
Low 

30 

15 

1 

Impact of failure High 

Medium 
Low 

30 

15 

1 

 
The generated Risk Score dictates the level of Risk as such: 

• Low – 1-29 
• Medium – 30-65 
• High – 66+ 

 
The risk definition is expressed as per the table below. 

 
 
 
 
 
 
 
 
 
 

The Risk Score and level are then considered as part of the change approval process and the 
customer is then able to make an informed decision, giving careful consideration to ensure 
back-out plans and other mitigating actions have been taken to reduce both likelihood and 
impact of associated risk. 

Risk Description 

High The risk is categorised as High and will involve significant system outage impacting multiple users 
or business systems. The Change should be very carefully considered. Under normal circumstances 
the Change should be conducted outside of working hours. A thorough back-out (mitigation) plan 
should be formulated and the Change should be approved by an IT Manager or more senior role in 
consultation with a representative of the business. 

Medium The risk is categorised as Medium and will involve some system outage and potentially impact 
business systems. The Change should be conducted outside of working hours if it affects a business 
critical system or multiple users. 

Low The risk is categorised as Low and will involve limited or no outage and is unlikely to impact 
business systems. The change can be considered for implementation within working hours. 
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E Design Documentation - The supplier will provide high- and low-level design 
documents for all services and solutions, using templates agreed with FSA. These must 
be reviewed and updated on at least an annual basis and following the successful 
implementation of Changes, in line with the FSA knowledge management process. 
Q5 - Describe your approach to design documentation and how you ensure that documents are 
accurate and up-to-date – 5% 

 
Littlefish will provide and maintain service design documentation for all services provided 
under the Endpoint Management service, aligning our documentation with FSA templates as 
and where required. 

 
When onboarding new services our approach is to capture and baseline all existing service 
documentation, the primary deliverables from the incumbent suppliers generally consisting of 
systems documentation (such as tool configuration, interdependencies and network diagrams), 
systems access (to enable us to build our own picture of the environment and deploy toolsets), 
and existing process/service documentation. Our Service Transition processes includes a 
thorough review of existing documentation, identifying any gaps (that are addressed during 
the onboarding process) as well as creating documentation for new services. 

 
Littlefish Professional Services (PS) engagements follow a structured process to provide both 
high and low-level design documentation for all solutions proposed and implemented for our 
customers. The Littlefish Solutions Architecture team works in collaboration with customer 
and third-party supplier architecture teams to create a Technical Design Authority (TDA) 
forum to allow high and low-level designs to be reviewed regularly, reducing the time to sign 
off technical documentation. The TDA is used to pose design questions and raise requirements 
on suppliers. All documents are peer reviewed to ensure accuracy and output documentation is 
formally handed over to Littlefish (or other as appropriate) support teams as an accurate point 
of reference for onward maintenance once the solution has been accepted into service. 

 
All service and solution design documentation resides in the FSA’s Knowledge Management 
System. A key interface will be with the Change Management process to ensure that all service, 
solution and configuration changes are captured and Knowledge updated accordingly so 
documentation remains up-to-date. Littlefish will follow FSA process for both Change and 
Knowledge Management to provide the appropriate updates following change implementation. 
Similarly, new support collateral is created, tested, and subsequently added to the Knowledge 
base where new support processes or workarounds are identified. 

F Incident management - The supplier shall work to the FSA incident management 
process, and for their areas of responsibility contribute to the logging / categorisation, 
monitoring, escalation, evaluation and resolution of incidents within agreed timescales 
Q6 - Describe your approach to incident and major incident management, and how you would 
identify and resolve incidents for your areas of responsibility – 10% 
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Littlefish will work to FSA Incident Management process in the delivery of Endpoint 
Management services. Close integration with the Service Desk will be essential and a key 
consideration for FSA should an alternative supplier ultimately be selected to deliver the 
Service Desk, as overall responsibility for running Incident Management should remain with 
the Service Desk. Downstream resolver groups act in a facilitating and supporting capacity. 

 
For example, Littlefish will support the Service Desk by providing relevant knowledge artefacts 
to support efficient and accurate triage, categorisation, logging and escalation, while also 
supporting and promoting resolution by the Service Desk (ideally at first contact) to maintain 
user productivity and enhance the user experience of FSA IT services. Littlefish will take 
responsibility for the resolution of Support Requests (a collective term for Incidents Service 
Requests) escalated in relation to the Endpoint Management service, managing in line with 
agreed timescales, facilitated through our access to the FSA ServiceNow ITSM platform to 
access queues where Support Requests have been allocated to Littlefish downstream resolver 
groups, and actively managed by our Incident and Service Request Management functions. 

 
We will also monitor in-scope services such as server performance and availability and note 
that server monitoring is currently carried out by CoreAzure and our understanding from the 
requirements in this ITT is that this will transfer to the new supplier of the Endpoint 
Management service (please see our response to Q2 for further detail). Through deployment of 
our monitoring solutions and by working closely with the Service Desk and we will be able to 
proactively identify and resolve Incidents for FSA. 

 
Littlefish’s approach to Incident Management 
Littlefish’s standard approach to Incident Management includes classification, investigation, 
communication, remediation, and resolution (following positive confirmation from the user). 
We manage Incidents with a view to achieving resolution within agreed timeframes for the 
assigned Incident priority, communicating at an appropriate frequency to keep the user 
abreast of progress. 

 
Where we act as the single point of contact for IT users, the Littlefish Service Desk takes end- 
to-end ownership of all Support Requests across the Service Ecosystem, effectively managing 
resolvers both within and outside of the customer organisation. This ensures that no Support 
Requests fall ‘into a gap’, as downstream resolvers are ‘chased’ where necessary in order to 
support SLA achievement, further ensuring that users are effectively communicated to. 

 
The Incident Management process broadly follows the path below with a view to resolving the 
Incident within the agreed Incident resolution timeframe for the assigned Incident priority: 

 
• Record/Classify Incident 
• Investigate/Diagnose Incident 
• Update user on status of Incident 
• Resolve/Close Incident 

 
We view Service Transition as a core activity for capturing details of all parties within the 
wider Service Ecosystem where we build a RACI matrix of responsibilities across the Service 
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Ecosystem. This is supported by tailored Service Management ‘swim-lane’ process flow 
diagrams that ensure that all parties are clear on responsibilities, and the triggers/actions that 
are required for each process. This information is managed and updated (typically coordinated 
by the Service Desk provided but with detailed information being provided by the relevant 
resolver group within the Service Ecosystem) as and when suppliers or services change, or 
organisational changes are made within the customer. 

 
For Major Incident Management (MIM) we typically work on the assumption that the two key 
channels for the identification of Major Incidents will be either via phone (user initiated), or by 
event management (monitoring alert initiated). The Service Desk will be notified of a Major 
Incident (as per above) and will undertake pre-agreed activities around assessment, 
classification, confirmation, triage, and assignment. The Major Incident Manager will then own 
and manage the Major Incident across the whole Service Ecosystem, working closely with 
customer stakeholders to ensure communication is timely and supports the goal of minimising 
business impact to the customer. 

 
MIM escalation matrices are also agreed to ensure the timely involvement of relevant parties. 
This includes the invocation of escalations across the service ecosystem, as is relevant to the 
particular MIM type. 

 
Littlefish undertakes Incident analysis as part of the monthly service review cycle, feeding into 
any overarching Problem Management process in place. We recognise the need to work 
collaboratively throughout the whole Incident Management lifecycle and anticipate sharing 
Incident analysis across service streams, with a view to compiling the clearest picture of 
Incident throughput. Additionally, working as a partnership we look to add value by seeking 
opportunities, drawing on our broader experience and pragmatic adoption of ITIL best 
practices, to adapt processes, in joint agreement, where we see benefit can be derived to our 
customers. 

G Security Incident Management - The Supplier will comply with the FSA security 
incident management policy (included in ITT supporting documents). All security 
incidents will be prioritised as a P2 or above. 
Q7 – Please confirm you will agree to this - Yes/No response – 5% 
Yes 

H Knowledge management - The supplier shall work to the FSA knowledge management 
process, and contribute to the production of, analysis, timely review and sharing of 
knowledge and information in the FSA's knowledge base. The supplier is responsible 
for ensure the knowledge base is up-to-date and accurate for the services they support. 
Q8 - Describe your approach to knowledge management and how you ensure that documents 
are accurate and up-to-date – 10% 
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Littlefish recognises that all parties within the Service Ecosystem will have responsibilities to 
FSA’s Knowledge Management (KM) service. We understand that we will contribute to the 
creation, analysis, and sharing of knowledge articles to help ensure the all Knowledge remains 
up to date and accurate. 

 
As supplier of the Endpoint Management service we will feed directly in to the overarching KM 
process, and expect to act in a supporting capacity to create and review knowledge articles that 
relate to the services we will be providing. We will support the maintenance of high and low 
level design documentation, updated annually to reflect changes made to live service and 
solutions. We will contribute to internal support documentation to assist the Service Desk, in 
particular in support of Shift-Left activity and end user how-to information. We will follow 
guidance provided by the FSA KM Policy, using the functionality within the ServiceNow 
platform and reviewing and updating documents in line with the retention and review policy. 

 
Adhering to the FSA’s Knowledge Management Procedure, we will follow the Knowledge 
Approval Process to ensure that new or updated documentation is validated for accuracy, 
typically following a peer review process within the Littlefish team but also drawing on 
resources from the FSA or other parties in the Service Ecosystem as appropriate. Similarly, we 
will follow the FSA’s Knowledge Retention process, carrying out one-year reviews (or at other 
specified intervals as required) to ensure knowledge artefacts remain relevant and up to date. 

 
Our standard approach to Knowledge Management is outlined in detail in the following 
paragraphs. 

 
We take a two layered approach to populating the knowledge base. Firstly, there is targeted 
technical/service knowledge that directly facilitates the support and service management 
processes. This knowledge typically resides in the ITSM platform, is made available to our 
customer (where it relates specifically to their technologies or processes) at the end of the 
service, and includes articles published to end users for self-help. 

 
These artefacts may be ‘how to’ guides or FAQs which users can download to resolve incidents 
without the need for direct engagement with the Service Desk or other downstream resolver 
groups. If the appetite and capability allows these artefacts could be more powerful, providing 
quick launch capability to automated remediation routines, based either on previously 
resolved Incidents or scripted workflows that automate remediation activity. For example 
where a user is logging an Incident because disk space is low on their device, and the 
automated script might purge known unnecessary files and folders on the device to replenish 
space. 

 
As our knowledge of the customer’s Support Request trends develop, we work to define and 
publish targeted knowledge articles and FAQs through the self-service portal which will 
increase the frequency of self-remediation for common issues. This works to decrease the time 
to resolution for users and assist with user education. 

 
The second layer to the knowledge base is the IT support knowledge base, containing 
‘organisational’ knowledge which is more informational in nature. This enables a crucial 
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business focused overlay to the support and service management processes, curated and 
maintained by the Service Desk and referred to by agents for the effective delivery of the 
service. 

 
Both sets of knowledge are typically initially collated as a key activity within Service 
Transition, comprising information made available by the customer or existing supplier(s) that 
relate to the services being provided by Littlefish, as well as that created on demand during the 
transition process itself. Post Service Commencement, the Knowledge Management process is 
configured to enable continual iterative update (and retirement) of knowledge, to ensure that a 
consistent and current picture is maintained in aid of effective service delivery (and high levels 
of First Contact Resolution). 

 
A key drive as part of our Shift-Left process is the continual identification and creation of 
knowledge artefacts that support the move of support processes as close to the first point of 
contact as possible. This involves analysis of the relevance/accuracy of current knowledge 
artefacts, as well as liaising directly across the Service Ecosystem to ensure that all Shift-Left 
and general knowledge collation opportunities are acted on. 

I Monthly Service Review - The supplier shall participate in a monthly service review 
and shall report on their own performance, including but not limited to incident, 
request, change, problem management, Continual Service Improvements, Risk, Security 
(EUD Compliance metrics, Malware Incidents and Resolution, Patching Compliance), 
monitoring, SLA performance and any ongoing projects for their areas of responsibility. 
The report must be submitted to FSA 5 working days from the start of the new month. 
The supplier must produce a security compliance report on a quarterly basis in a format 
that can be shared and understood at board level for our Audit and Risk Committee. 
The monthly reports will show trend information and analysis for the last 12 months to 
demonstrate ongoing compliance. 
Q9 - Explain your approach to a monthly performance reports and how you would highlight 
issues or areas of concern – 3% 

 
Littlefish will expect to participate in monthly service reviews, reporting on service 
performance and other relevant activities or initiatives within 5 days of the start of the new 
reporting period/month. We will also produce a quarterly security report to demonstrate 
compliance with FSA’s security requirements. 

 
Our approach to service reporting is based on simplicity, which is key to establishing the most 
value from Service Reporting. We strongly recommend that a small, central template is initially 
agreed and created during transition, evolving over time as understanding of the service and 
wider objectives develop. This collective service management function draws focus to those 
aspects most critical to the service and our customer’s operations, addressing specific and 
current concerns or objectives. 
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We work with our customers’ Service Management teams to build a set of reports that can 
meet their evolving reporting requirements over time. We aim to start small, avoiding a ‘wood 
from the trees’ scenario where too much information results in a lack of focus on those 
elements of the service that are most important to current operational objectives. Extraneous 
service data can work counter-productively by restricting the ability to easily hone in on key 
aspects of the service. Ultimately the objective should be that performance reports deliver 
relevant, meaningful MI that enable appropriate analysis and facilitate service improvement 
opportunities. 

 
Service reporting forms part of our overall governance model that incorporates a Service 
Delivery Manager (SDM) and a Service Account Manager (SAM) who work together to manage 
the service and relationship with the customer. The SAM is responsible for managing the all 
aspects of the relationship with the customer while the SDM collates and presents monthly 
service reports. They are the facilitators for all stakeholder engagements and liaise as and 
when necessary to discuss and address individual or operational needs. They will also inject 
success stories from other Customers where useful and in the spirit of supporting the FSA’s 
Evergreen guiding principles and IT roadmap. 

 
The SDM meets with the customer on a planned monthly basis to present performance reports, 
highlight and manage concerns, and together with the SAM identify opportunities for future 
improvement, drawing on Littlefish’s Enterprise Architecture practice to provide expertise 
across a wide range of IT specialisms where appropriate. 

 
The SDM acts as the focal point for the Service Review process, meeting with key IT 
stakeholders (and other parties in the Service Ecosystem as required). The SDM prepares and 
presents the Service Report to quantifiably demonstrate service performance and review the 
on-going delivery of the service (aggregating 3rd party supplier performance where necessary, 
particularly relevant when working in a SIAM function or when managing sub-contracted third 
party suppliers). 

 
Items discussed at the Service Review typically include: 

 
• Service Performance Review (against SLA) including Incidents, Service Requests, and Changes 
• Review of Trend Analysis Report 
• Security review (covering endpoint protection Incidents and compliance, and patching status) 
• Asset review (such as summary of adds, changes, deletions) 
• Stock status (new and provisioned, spares, warranty repairs) 
• Licence summary such as excess licences, licence shortfalls, upcoming renewals) 
• Review of Customer Satisfaction scores 
• Continual Service Improvement programme review 
• Service risks/concerns and mitigation plans 
• Dispute Resolution (and any areas of concern) 
• Planned and in-flight projects 
• Commercials 

 
In the event that any SLAs have not been achieved Littlefish provides narrative to demonstrate 
the cause and identify, where required, plans to prevent reoccurrence. Any particular issues or 
areas of concern are highlighted during the service review (or during the course of the 
reporting period if deemed of a significant or critical nature that is service or business 
impacting) with a view to open and transparent discussion to jointly define and agree 
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solutions. In a multi-supplier environment issues and their solutions are sometimes complex 
and we always welcome the opportunity to work collaboratively with other suppliers in 
support of improving the overall service provided to our customers and their uses. 

 
To ensure a positive and enduring relationship is maintained, Littlefish and the customer may 
convene a Governance Board on a periodic basis to review the following items: 

 
• Overall Service Performance 
• Customer Business Strategy 
• Assess the appropriateness of the service agreement 
• Identify areas where Littlefish can provide further enhancement to the customer’s business objectives 

J Problem management - The supplier shall work to the FSA problem management 
process, and contribute to the identification, categorisation, prioritisation, diagnosis, 
resolution and evaluation / closure of problem management. 
Q10 - Describe your approach to problem management and how you would contribute to 
identification and resolution of problems – 3% 

 
An ITIL aligned approach to Problem Management is embedded at the heart of our service and 
underpins Incident Management. Littlefish will work to the FSA Problem Management process 
in the delivery of Endpoint Management and contribute to each of the stages in the Problem 
Management. 

 
We will undertake proactive trend analysis on a monthly basis to identify developing trends 
that could highlight underlying Problems in the FSA estate that relate to services and solutions 
forming the Endpoint Management service. Where Problems are identified we will interface 
with the Problem Management process while owning Problems identified within in-scope 
services. Workarounds and fixes to Problems will be documented and added to the FSA 
knowledge base. It is expected that the owner of Problem Management process itself will be 
responsible for confirming resolution prior to closure. 

 
Littlefish will work collaboratively with FSA and other parties in the Service Ecosystem to 
resolve Incidents, Problems, and Known Errors. We recommend using the Kepner Tregoe 
methodology in consistently managing Problems through to root cause and permanent fix 
across all constituent parties. All Priority 1 and 2 Incidents will be investigated for root cause 
with findings added to the knowledge base and known errors database as appropriate, and we 
will retain responsibility for all associated Problems allocated to our resolver teams. 

 
The output of Littlefish-delivered Root Cause Analysis (RCA) will be a reduction in reoccurring 
Incidents and proactive identification of service components susceptible to failure with 
recommendations for solutions. Recommendations made following RCA may be implemented 
subject to approval via the Change Management process and any associated charges. 

 
Littlefish is well versed at working in a multi-supplier environment, where no single supplier 
owns the end-to-end application, system, or service. We would expect the Service Desk to 
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collate and relay the experiences of the user base and be in an ideal position to be the primary 
‘management point’ in a multi-supplier Problem investigation. These management point 
activities include response and communication management, across the Service Ecosystem. 

K Request management – The supplier shall work to the FSA request management 
process, and for their areas of responsibility contribute to the fulfilment, execution, 
monitoring, escalation and evaluation / closure of service requests. 
Q11 – Provide examples of request management processes you have provided and how you 
ensure these are monitored and managed to achieve customer satisfaction – 15% 

 
Littlefish will work with FSA to support the Request Management processes, taking 
responsibility for requests that fall into the scope of the Endpoint Management services. Our 
goal will be, working collaboratively with other parties on the Service Ecosystem as 
appropriate, to achieve customer satisfaction. Above all else this requires Service Requests to 
be dealt with consistently and effectively, and in line with required service levels. 

 
As a user-focused managed services organization, Littlefish maintains a sharp focus on the end 
user experience and their overall satisfaction with the services provided. As a provider of 
Endpoint Management services (assuming in isolation and therefore excluding the Service 
Desk) we would expect much of the day to day delivery of Service Requests to be managed by 
the Service Desk. Our role in this case will be to ensure we maximise the potential for the 
Service Desk to fulfil requests, through the provision of accurate and up to date Knowledge and 
by providing access to systems where appropriate and agreed with FSA. This will enable 
efficient fulfilment (from an operational and cost perspective). Furthermore, we employ Shift- 
Left tactics to proactively identify and migrate activity to the Service Desk where it serves to 
further enhance customer satisfaction. 

 
Some Service Requests however should be referred to more specialist resolver groups. We will 
define processes with supporting escalation matrices so responsibilities for each Service 
Request are clear, again to facilitate swift fulfilment. For all Service Requests where resolution 
responsibility sits within the Endpoint Management service we will define processes to ensure 
fulfilment is provided within agreed service levels. 

 
Service Request monitoring and analysis is undertaken as part of the monthly service review 
process. We recognise the need to work collaboratively throughout the Service Request 
management and analysis lifecycle and typically share relevant analysis across the Service 
Ecosystem to improve end to end performance. Service Request Management processes are 
supported by tailored Service Management ‘swim-lane’ process flow diagrams that ensure that 
all suppliers are clear on responsibilities, and the actions that are required for each process. 

 
In order that we capture a representative and accurate view on customer satisfaction levels in 
relation to Endpoint Management services, we anticipate working closely with the Service Desk 
provider (if that isn’t Littlefish) to define and share targeted questions relating to the Endpoint 



DocuSign Envelope ID: 865A5503-9CB8-418E-ADAA-36BB70A7D495 

99 
RM3804 Order Form v4 - August 2019 

 

 

 
Management services. The Service Desk will be ideally placed to carry out surveys as they will 
be the primary point of contact for end users and be able to capture ‘warm’ data close to the 
point where the user has interacted with IT services and in a quiet and efficient manner. We 
have outlined our approach to achieving 25-30% feedback rates (and up to 40% for FSA) 
through using Littlefish Live for this purpose in our response to Q13 below. 

 
Our standard Service Request Management process, delivered in a multi-supplier environment 
and subsequently typically alongside the Service Desk (and as such is not included in its 
entirety in our proposal for Endpoint Management services) includes the deliverables set out 
below. We note that should Littlefish not be successful in retaining the Service Desk through 
the forthcoming separate tender process, we will deliver a service in line with the FSA Request 
Fulfilment procedure and supporting tooling. 

 
• End to end Service Request process management encompassing Service Ecosystem 
• Regular Service Request ‘stand-up’ sessions / workshops encompassing Service Ecosystem 
• Queue management 
• SLA breach management 
• Insight and trend reporting 
• Continual Service Improvement 
• Revisions and updates to Service Request procedures 

 
The standard Littlefish Request Fulfilment process contains two process engagement routes 
for Service Requests; the primary route is for users to access the ITSM platform Service 
Catalogue for automated fulfilment, and the second for users who contact the Service Desk 
directly and require assistance in initiating a Service Request. Irrespective of the engagement 
route, the Service Request fulfilment process follows a series of distinct procedures that cover 
the full life-cycle including submission, validation, approval, assignment, fulfilment, and 
closure. These distinct procedures are: 

 
• Service Request submission procedure - either through the ITSM platform or as a General Request with Service Desk 

assistance. The ITSM platform is the end user interface to the underlying Service Catalogue, and the services or items 
available to the end user 

• Validate Service Request procedure - applied only in case of general requests, it describes steps required for manual validation 
of the Requests that have not been fully developed within the ITSM platform 

• Approve and assign Service Request procedure - in a consecutive manner, these include all steps necessary to validate that 
each Service Request is appropriately authorised in accordance with Access and Finance Management before being routed to 
the designated Resolver Group for fulfilment 

• Fulfil Service Request procedure - implements actions that are deemed necessary in order to make sure all elements of the 
requested service or product are delivered to the user 

• Close Service Request procedure - includes steps essential to ensuring the user is satisfied with the service or product received, 
and also concentrates on further actions related to continual improvement of the Service Request process and Service Request 
Catalogue List 

• Continual Service Improvement - Littlefish confirms that as processes becomes more automated most requests are resolved at 
the Service Desk, or via the ITSM platform, without involvement of any other levels of support. We support Service Desks 
provider to progress their Shift-Left strategy by directing requestors directly to the ITSM platform. This enables the Service 
Desk to focus on handling Incidents and increase end user satisfaction by putting selection and ordering in the hands of the 
end users. 

 
As standard, Service Requests are registered as Priority 3 and resolved to the agreed Priority 3 
resolution timeframe (or as otherwise specified). Where agreed, alternate resolution 
timeframes for specific Service Request types are followed (for example account disable 
requests). Where the Service Request resolution does not fall within scope of the services 
provided by Littlefish the Service Desk logs the Service Request and refers it to the designated 
third party supplier. 
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Where incomplete or inadequate information is provided to complete a request, we would 
work with the FSA or the Service Desk to obtain the necessary information to progress the 
Service Request. This often the require a review of the template used to facilitate provision of 
the correct information at the point of logging. 

 
In the event of a likely breach of agreed timescales we will notify the user, via the Service Desk. 
Any commercial impact of cancelled Service Requests is communicated directly to the 
customer with a view to minimising detrimental impact. 

 
Service Request Management processes will also be firmly interrelated to self-service 
capabilities through the FSA ITSM portal. The Self-service portal allows users to log a Support 
Request (or check their current status), access FAQs, as well as presenting an automated 
workflow underpinned Service Request catalogue. We anticipate that a roadmap of 
automations will be developed over time allowing increased self-service, especially for 
prescriptive and IT-underpinned Request Fulfilment activities. 

L Service Asset and Configuration Management – The supplier shall work to the FSA 
Service Asset and Configuration Management process and contribute to the definition 
and maintenances, mapping of interrelationships, appropriate control and verification / 
audit of configuration items. 
Q12 – Describe your approach to configuration management and how you would contribute to 
identification and updates of configuration items and dependencies – 15% 

 
Littlefish will work in accordance with the FSA Service Asset and Configuration Management 
(SACM) process in the delivery of Endpoint Management services and in support of the desired 
move from a reactive ‘find and fix’ approach to one of proactive ‘predict and prevent’. In 
following these guiding principles set out by the FSA, success in meeting this requirement will 
be dependent on suitable Configuration Item (CI) definitions and ongoing controls to ensure 
asset data in the CMDB remains an accurate and reliable source of information. 

 
During Service Transition we will work with the FSA to review and if necessary update asset CI 
definitions in order to confirm that we are capturing and maintaining the correct CI 
information from the outset. This information will be shared with our storage and device 
lifecycle management partner to ensure consistency in all SACM activities and procedures. 

 
We will work quickly with the FSA to define and establish our internal procedures (that align 
to FSA process). If required this may include a rapid device audit to ensure a solid baseline 
position is achieved, using a combination of tools at our disposal (and considering the current 
dual deployment of endpoint management platforms) including Endpoint Manager, SCCM, and 
our own Datto RMM tool. We will accommodate for CI ownership, ensuring all CIs are assigned 
an appropriate owner and clear protocols are defined for updating CI records. 
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Our Configuration Management processes will ensure all interfaces within Endpoint 
Management services are identified and that in all cases updates to CI status are captured and 
updated in the ServiceNow CMDB. In addition to Incident and Request fulfilment, particular 
focus will be given to stock and device lifecycle management processes (and any future 
interface with procurement) as that is where the most significant change will occur in terms of 
device allocation, location, and status. Equally we will look to exploit capability within the 
ServiceNow CMDB tooling to capture and maintain dependencies between CIs in support of 
other Service Management processes. 

 
We will help build on the existing service by exploiting the opportunity for automation where 
possible (and appropriate) within the available toolsets, for example the auto population or 
update of CIs from data collected by discovery tools. As an additional validation of the 
processes we will seek to manually verify CI information every time an Incident or 
configuration change is enacted by Littlefish for each particular device. This will include 
validation of the software layer to ensure that relevant OS levels match the CI records and are 
also in line with current anticipated version statuses. Over time this will enable us to maintain 
a level of accuracy of CI records. 

 
Through our SACM function we will also proactively monitor and report on time-bound CIs 
such as licences or end of life dates for supported devices, taking the appropriate action as 
required. As part of this we will produce as part of the monthly service report a 12 month view 
ahead of all CIs due for renewal or due to expire to assist FSA in forward planning and financial 
forecasting. 

Using FSA’s Snow licence management tool (through its integration with the CMDB in FSA’s 
ServiceNow instance) we will monitor software license usage to ensure compliance and 
support the reduction of over-licensing by monitoring and reporting on licence usage vs. 
provision within the EUC estate, alerting FSA when non-compliance is discovered. In support of 
this service we will have a number of engineers accredited in the use of Snow within Littlefish 
and will draw on our experience of using Snow with our existing customers Cafcass and 
London Borough of Croydon. Furthermore, we have third party support in place should we 
need to call on external ‘expert’ Snow support if a particularly complicated problem is 
discovered, for example. 

 
Reporting will be a key output of Configuration Management and we will proactively report 
against an agreed set of criteria, for example impending warranty renewals, end of life dates 
for older devices, and software licence renewals. 

 
Note: Littlefish assumes that asset data in the FSA asset register is up to date and accurate at 
the time of transferring the service. Additional activity to clean up or (re) populate data has not 
been included in our service onboarding costs and if required will incur addition charges to 
those proposed. 
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M Customer Satisfaction – The FSA will seek customer satisfaction feedback, the supplier 
is expected to contribute to drafting of surveys, act upon negative feedback or declining 
rates of satisfaction, and include initiatives to improve satisfaction levels in their CSIP. 
Q13 – Describe your approach to the analysis of customer satisfaction feedback, and how you 
would use these findings to improve service quality – 5% 

 
We place significant emphasis on direct Customer Feedback as a softer measure of service 
performance. This feedback is typically collected by the Service Desk provider (Littlefish 
currently uses our Littlefish Live tool to collect Customer Satisfaction and Net Promoter Score 
(NPS)) following end user interactions, either for Incidents or Service Requests. 

 
We like to keep feedback channels simple for users to engage with to drive enough volume to 
create meaningful and representative data (there is a negative correlation between the number 
of questions asked and the response rate). Littlefish Live feedback runs at about 25-30% 
(although we have seen it as high as 40% for FSA). Conversely, our experience with surveys on 
ticket resolution is a c.2% response rate. 

 
Generating data however is only the first step in proving meaningful insights into user 
perception and experience of the IT service they use. Rather than wait for month-end to review 
therefore, all customer feedback is analysed upon receipt. Positive feedback is configured to 
immediately pass back to the Service Desk engineer as positive reinforcement, whilst any 
negative feedback is escalated through to the Littlefish Service Management Office team for 
immediate action (with an SLA commitment of handling negative feedback within 24 hours of 
receipt, even if it isn’t classed as a ‘complaint’). 

 
As a user-focused managed service provider, Littlefish places extremely high value on the user 
feedback as a mechanism for both positive reinforcement and informing improvement 
initiatives. Positive feedback is shared with individuals and company-wide as part of our 
monthly review of customer feedback and Starfish nominations. Positive reinforcement serves 
to strengthen and further embed the Littlefish values by openly celebrating those behaviours 
that make our people, our business, and our customers successful. At a business level (as 
opposed to account) we review feedback to identify learning points and support shared 
learning and benefit between accounts. 

 
We also view negative feedback as highly valuable as it presents an opportunity to improve 
service quality. Our approach to immediate re-engagement following negative feedback can 
highlight useful service or process improvements and importantly, from a user perspective, 
turn a negative into a positive through timely intervention. 

 
All feedback is collated and shared during the service review cycle, with the Service Account 
Manager analysing the data to draw out highlights (and lowlights); all raw data relating to 
feedback is shared openly. We look to share, where appropriate, feedback across the Service 
Ecosystem, particularly where, as the Service Desk provider, we collect feedback relating to all 
parties delivering services, not only those delivered by Littlefish, in order that all service areas 
can be analysed and improved. As part of this process we actively seek to identify service 
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improvement opportunity, looking for Continual Service Improvement initiatives that might be 
launched off the back of feedback obtained directly from users. 

N Business Continuity 
Q14 - In the event that the FSA invokes Business Continuity plans the supplier will work with 
the agency to understand how it can best support operational continuity. 

 
Please confirm that you agree to this – Yes/No Response – 0.5% 

 
Yes 

Q15 - The supplier will provide up to date Business Continuity plans for their organisation on 
an annual basis. 

 
Please confirm that you agree to this – Yes/No Response – 0.5% 

 
Yes 

Q16 - The supplier shall ensure that service is delivered to the FSA in the event of further 
pandemic lockdowns or local tier-based restrictions. 

 
Describe your approach to delivery of the required Endpoint Management services including 
provision of kit in a pandemic lockdown scenario – 3% 

 
Littlefish has designed and built its services to be highly resilient, considerate of both internal 
operations and the tailored services we deliver to our customers. The 2020/2021 Global 
Pandemic has validated LF's approach to Business Continuity Planning (BCP) & Location 
Independent Working (LIW), enabling the entire business to move to homeworking within 
one-week whilst simultaneously, seamlessly, and successfully supporting all our Buyers 
without interrupting service availability/quality (and facilitating an 80%increase in demand 
across our customer base, 
many of whom were working from home for the first time, or using remote-working 
capabilities that had not been previously stress-tested). 

 
We employ full LIW to enable staff to continue to deliver services securely over any internet 
connection when they are unable to access our Service Centres (for example during local or 
national tier-based restrictions). 

 
We adopt a cloud-first strategy for all internal systems including for internal productivity & 
collaboration, as well as for service-related tools such as our IT Service Management platform, 
telephony, and infrastructure management tools. 



DocuSign Envelope ID: 865A5503-9CB8-418E-ADAA-36BB70A7D495 

104 
RM3804 Order Form v4 - August 2019 

 

 

 
 
The majority of our systems are hosted in either AWS or the Microsoft UK South and UK West 
Azure Cloud. Each is designed to run 24/7 and employ multiple industry-standard measures to 
help protect operations from power failure, physical intrusion, and network outages. 

 
We have a BCP that is aligned to ISO22301 and considers rapid Recovery Point and Recovery 
Time Objectives for all platforms and services. BCP testing occurs bi-annually and has been 
successfully initiated through the COVID-19 pandemic. Testing of customer-specific services 
are typically carried out during service onboarding to verify resilience and then on a frequency 
that aligns to the customer’s own BCP objectives. Relevant service scenarios form part of the 
testing to ensure that the resilience of ‘real-world’ interactions are verified. 

All of these factors combine to ensure secure, stable, and highly available service capability in 
the event of the current and further pandemic scenarios that will enable to us to deliver 
consistent Endpoint Management services to FSA. 

 
In addition, FSA’s move towards zero-touch deployment through Microsoft Endpoint Manager 
(formerly Intune) and Autopilot will continue to enable device provisioning under the modern 
device management umbrella, and will be further extended as FSA moves to complete 
migration of devices from SCCM to Microsoft Endpoint Manager management, negating the 
need for hands-on device imaging and deployment. Our proposed introduction of off-site stock 
an device lifecycle management will further support service continuity in times where 
movement, and particular access to offices, is restricted by removing the need to access FSA 
premises in the delivery of the Endpoint Management services. 

 
Just as important to our service and operations approach is the Littlefish culture, where 
#peoplematter. We invest in and protect our staff, thereby ensuring they remain well and able 
to deliver services to our customers. 

 
Finally, we have included the link below which looks back over our response to The Pandemic 
during 2020. 

 
https://www.littlefish.co.uk/a-lookback-at-2020-and-littlefishs-response-to-covid-19/ 

O Service Level Agreements - The supplier will work to Service Level Agreements as 
specified in the FSA Service Level Agreement document 
Q17 – Explain how you will manage, monitor and achieve the expected performance criteria 
specified in the FSA SLA document – 5% 

 
Achieving and exceeding contracted service performance is equally essential for Littlefish’s 
success and for our customers in terms of meeting their business objectives. We design our 
services and Service Management processes to ensure we are able to consistently meet agreed 
service levels. The Littlefish Service Delivery Manager will be tasked with continually ensuring 

https://www.littlefish.co.uk/a-lookback-at-2020-and-littlefishs-response-to-covid-19/
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a focus on appropriate resourcing and capability to meet the evolving demands of FSA and that 
ultimately, the expected performance criteria are achieved. 

 
IT services hinge on the effective deployment of people, process, and technology. Starting with 
people, Littlefish is proud to employ talented, high performing individuals that we work hard 
to motivate, develop, and retain. We ensure our people have the right experience and skills to 
effectively meet the demand of their role, thereby supporting the achievement of expected 
service levels. We encourage continual learning (through free access to LinkedIn Learning) and 
support technical development and skills currency through the Littlefish Academy. Learning 
tracks are wide ranging with Endpoint Management specialisms including for example 
Microsoft Windows 10 and Managing Modern Desktops certifications. Completion of Academy 
learning tracks brings up to a £6k additional pay increase on full certification. 

 
Littlefish maintains a skills matrix of proficiency levels for all individuals and technologies 
showing alignment to existing and potential requirements, whether customer-driven or in 
order to maintain currency with market development or demand (through a dovetailing 
process with our architecture practice who actively monitor technology developments). Skills 
gaps are readily identified and inform the recruitment process to ensure ongoing alignment. 

 
Carefully defined and managed processes, working to FSA processes as required, allow us to 
maintain a consistent approach. The Littlefish Service Management team will actively monitor 
Support Requests, using live dashboards where available through the FSA’s ServiceNow tool, to 
show progression throughout the lifecycle and to ensure SLA compliance. The dashboards are 
used to: 

 
• View the current Support Request queue 
• Understand Support Request demand 
• Ensure correct categorisation and prioritisation 
• Monitor progression 
• Perform SLA breach management 

 
In support of SLA compliance a number of triggers can alert when KPI performance is 
threatened, configurable to the specific SLA for the service being delivered. These notifications 
help to ensure SLA conformance and also act as a method of transparency in terms of elapsed 
resolution timescales. More senior members of the Littlefish Service Team are involved as the 
escalations progress which, in turn, ensures visibility up to Board level (via the Services 
Director), and the additional oversight that comes with this. 

 
From a technology perspective, the notifications also act as a trigger for the Service 
Management team to invoke a higher technical authority in support of resolution activities, to 
ensure that the issue can be addressed before a KPI breach occurs. 

 
From an infrastructure health, performance and availability perspective, we will ensure that 
suitable ‘pre-warning’ triggers are configured to highlight potential issues before they become 
more serious and service impacting. These trigger alerts can be auto-ticketed into FSA’s 
ServiceNow platform and, in turn, assigned to the appropriate Endpoint Management team for 
immediate triage and review. 
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Where SLAs or KPIs fall below agreed standards, and further to above, we typically highlight 
these breaches clearly in monthly Service Reports. The very fact of doing this helps to ensure 
continued focus, even after a breach or near-miss. Furthermore we can commit to KPIs around 
aged incidents (generally), ‘oldest’ incidents, or re-prioritised incidents (upon breach), to 
ensure that suitable metrics are in place and reviewed, and serve to discourage a loss of focus 
on SLAs/KPIs that have already breached. 

Section 2: Storage 2% 
A Stock Management - The Supplier will provide capacity for a maximum number of 
working devices and maintain stock to meet FSA’s service levels. 
Q18 - Explain how you will manage stock to maintain the FSA's service levels for the provision 
of new and replacement kit – 25% 

 
During transition and through an understanding of the FSA’s current Asset Management 
process as referred to in the Service Asset and Configuration Management (SACM) Procedure 
document, there is a requirement to review how ServiceNow is currently configured to alert 
and manage low stock levels. This includes workflows, triggers and interactions with the FSA’s 
preferred procurement supplier (and mobile network provider(s) as well as commercial teams 
where appropriate). The maturity and efficiencies of existing tool configuration and 
procurement processes as well as the FSA’s ability to modify ServiceNow will ultimately help 
define and shape stock maintenance, accuracy and service level adherence. 

 
Littlefish would prefer to automate an alert process through ServiceNow and notify 
stakeholders on low stock levels for devices defined in the associated ITT document “FSA 
Endpoint Management Specification”. When a device reaches an agreed minimum threshold, 
ServiceNow will send an automated email alert (and raise a task or tasks to appropriate 
resolver groups in ServiceNow) to begin an ordering and restock process. This will include 
typical information such as model numbers, serial numbers, quantities, Purchase Order / 
Invoice data, and current stock levels. As the process continues more information is added to 
ServiceNow including tracking information, notifications of dispatch and delivery. The 
workflow remains open until confirmed receipt of the devices by Littlefish, acceptance of this 
(by the FSA) and finally an updated CMDB and level of stock. 

 
The restock process (and other device logistic processes) is covered in more detail in the 
Operational Requirement questions 6 and 7 and as part of Service Requirement question 21. 
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This process ensures that there is always sufficient levels of stock available and ready to be 
shipped in line with service levels. Stock levels on device types will need to be agreed and then 
automated depending on current tooling capability, but these can change over time and will be 
reviewed if service is impacted where the cause is low stock. Business needs change and that 
might result in a rework of storage requirements (or service levels), up or down. 

 
The aim is to ensure that stock levels are sufficient and efficient (in terms of storage) and to 
ensure that stock never fall to 0. Processes are automated as much as possible to remove 
human error. This relies on pragmatism where large orders are expected that might otherwise 
reduce stock to volumes that endanger service levels. Commercial Question #6 covers “What is 
a project”. Any work that will singularly decrease stock levels significantly is likely to be a 
project and as such the project should plan accordingly to not impact contracted SLAs to 
provision or swap user devices. 

B Physical Security 
Q17 – The Supplier will provide suitable secure storage facilities taking account of the CPNI 
guidance for buildings https://www.cpni.gov.uk/building. 

 
Please confirm that you agree to this – Yes/No Response – 25% 

 
Yes 

Q19 - The Supplier will ensure that there is an appropriate visitors policy at the office where 
FSA assets are stored to prevent visitors being able to access to the assets. 

 
Please confirm that you agree to this – Yes/No Response – 25% 

 
Yes 

Q20 - The Supplier will apply a layered security approach to access to the office where FSA 
assets are stored using (e.g. locks and access control system) to mitigate the risk of intruders 
gaining access to the office where FSA assets are stored. 

 
Please confirm that you agree to this – Yes/No Response – 25% 

 
Yes 

Section 3: Courier Services – 2% 
A Shipping - The Supplier will be responsible for shipping and collection of FSA IT 
equipment across the UK. If required FSA is happy for this service to be subcontracted, 
but the Supplier will be responsible for the full management of that relationship. This is 
expected to be a charge back service based on actuals. 

https://www.cpni.gov.uk/building
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Q21 - Explain how your organisation will operate such a service – 80% 

 
FSA devices will be stored in mainland UK by a Littlefish technology distribution partner who 
provide a similar service for a number of our existing customers including Janes (500 users) 
and the London Borough of Croydon (4500 users, a large proportion of which are home based 
or ‘on-foot’ about the borough). They are ISO 27001 accredited and their facilities incorporate 
key CPNI guidance for physical security with appropriate insurance. More is covered in 
Operational Requirements question #6). 

 

Assuming good initial stock levels, processes, and tooling that support and manage asset 
movement, there are three main processes supporting couriering services, all of them 
underpinned by ServiceNow workflows and owned by Littlefish. FSA’s IT Commercial team 
however are key stakeholders in each. 

 

 
 

 
 
 

 
 
Secure couriers will be used to dispatch individual (or consignments of) IT equipment direct to 
users, corporate addresses including meat plants using location data captured by FSA’s 
ServiceNow instance, ServiceNow being the source of record for every FSA device movement. 
This data may be gained as part of the Starters process or completed directly by a user or FSA’s 
Service Desk if a faulty device requires replacement. Delivery documentation is provided to 
consignees and couriers, with proof of signed delivery recorded in ServiceNow. From a 
delivery process it ends there, however the full provision process is not completed until users 
are set up on their new equipment. 

 
Devices delivered by FSA’s hardware suppliers to Littlefish is reconciled against information in 
the delivery manifest. If accurately described, and the weights, labels, marks and piece count 
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indicated are verified it is then verified against purchase or delivery orders as appropriate. 
Drivers delivering or receiving goods are positively identified before any equipment is received 
or released.. To keep items separate, those destined for Disposal will be placed in a 
separate secured area designated to FSA equipment. 

 
Commercially the volatile areas of this service are:- 
- IT equipment movement between FSA offices & users and Littlefish’s storage partner 
- Storage requirements for stock as well as disposals 

 
Each month ‘charge back’ will be based on actuals as recorded in ServiceNow. Depending on 
how FSA would like to reconcile volumes, Littlefish will present a report of monthly charges 
and associated records in ServiceNow to FSA’s IT Commercial team prior to monthly invoicing 
as part of core Endpoint Management service delivery. 

 
Note: Littlefish assumes, as outlined above, that the FSA will cover the cost of shipping devices 
to and from the new storage facility, via the logistics rate card provided. 

Q22 - The supplier will ensure that appropriate tracking information is provided, including 
notifications of dispatch and delivery dates to the recipient of kit and real time updates on 
dispatch and confirmed delivery in the Service Now request ticket. 

 
Please confirm that you agree to this – Yes/No Response – 20% 

 
Yes 

Section 4: Device Disposals – 1% 
A Disposals - FSA has an existing incumbent disposal supplier, however may seek to 
include the disposal service into Endpoint Management contract at a later date. 
Q23 - Explain your device disposals service (is it safe, secure, environmentally friendly?) and 
whether or not you offer re-marketing to offset costs on revenue made from this process. How 
would you guarantee smooth transition from the incumbent supplier to your disposal offering? 
– 100% 

 
Littlefish have a Lifecycle Management Service partner who carry out certificated off-site 
disposal of devices in line with the current WEEE directive. 

 
Alternatively, and depending on the FSA's requirements, Littlefish partners with a nationwide 
specialist disposal organisation who offer the secure destruction of sensitive data to CESG 
government standards, also being fully compliant to the WEEE directive for disposals. They can 
carry out the data destruction activity on the FSA's premises if required, to avoid the possibility 
of data compromise whilst in transit. A certificate of data destruction is issued for each drive 
that is destroyed. 
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Both services are typically cost-neutral, but that is dependent on the age, device quality / 
health and type of devices that are being disposed of and the quantity of each transition. 

 
We would like to discuss requirements in more detail to ensure we select the right partner and 
service for the FSA in terms of safety and environmental initiatives in the future. This may also 
involve a ‘give back scheme’ to schools for example. In this regard it makes sense that as part 
of Transition activity for Asset Management the FSA broker something with their incumbent 
disposal provider and the service continues as-is, with Littlefish managing the transactional 
element of the relationship. 

 

With regards to future transition to a Littlefish disposal partner, by making the disposal 
partner agnostic to automated workflows in ServiceNow, the transition would be relatively 
easy to effect. The key variables we would work together to understand and agreed are:- 
- Device location(s), if data destruction needs to occur on site 
- Contract lead times of the incumbent is tied in for a period of time 
- Volumes, if there is a minimum requirement per transaction 
- Offset costs, in a ‘lookup model’ provided by the new potential suppliers 
- If FSA’s requirement change how will these be consumed by the incoming supplier 

 
Taking these in to consideration we would help with a smooth transition to a disposal provider 
that meets FSA’s needs. 

Section 5: Continuous Service Improvement – 10% 
A Continual Improvements - The supplier will provide contractual wide continuous 
improvement ensuring that all aspect of technology, service and commercial are 
identified, reviewed, recommended and improved throughout the lifecycle of the 
contract. 
Q24 - Explain how you will see to achieve this requirement and provide examples which have 
resulted in quality improvements or monetary savings – 50% 

 
We understand through this ITT process that the FSA has a strategic goal to be ‘evergreen’, 
perpetually updating and improving services while adapting to business and political change, 
adopting new technologies as they emerge. Littlefish fully support this approach and recognise 
the need to maintain continual improvement in the services we deliver. In the objective of 
ensuring the right business outcomes for the FSA in an ever-evolving technical landscape, we 
will initiate and run of Continual Service Improvement schemes, the most pertinent of which 
are detailed below. 

 
Overall Continual Improvement Programme 
Littlefish provides continual improvement in a variety of forms but principally in the following 
areas: 

 
• Littlefish-provided service improvements 
• Customer-focused process improvements 
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• Development and ongoing management of an Innovation Plan targeted at customer-focused ICT environment improvements 

 
We constantly strive to enhance services for our customers through a continual review of tools, 
processes and people. Our approach is ITIL-underpinned and employs recognised 
methodologies (such as Deming’s Cycle that uses the Plan/Do/Check/Act approach to 
continual quality improvement) that helps to ensure we deliver tangible and beneficial results. 
Littlefish’s Continual Improvement Programme (CIP) is initiated from Service Commencement 
(with initial initiatives identified during the Service Transition period), owned by the Service 
Delivery Manager (SDM), and tracked as part of the monthly Service Review process. 

 
To demonstrate any improvement, it is essential to measure changes over time against a 
baseline. Should the FSA sponsor specific projects (with improvements to services expected as 
an outcome) we will work to identify suitable measures and build them into the monthly 
report cycle so that achievement against improvement targets can be seen, and the benefits 
and ROI clearly identified. 

 
Automation 
Littlefish is an active proponent of automation which is a core feature of our service capability. 
We proactively seek to identify opportunities for further automation in aid of operational and 
cost efficiency while also mitigating, where appropriate, the tendency for human error. 
Recognising that the core ServiceNow ITSM platform is owned and managed by FSA, we see an 
opportunity for integrating the output from our Labs monitoring toolset we will use to aid 
management of the server estate. We would welcome the opportunity to work with FSA to 
achieve automated ticket logging and allocation based on defined thresholds that will increase 
overall service efficiency and reduce the burden on the Service Desk. 

 
We have invested heavily in our automation capability, built on the market-leading Blue Prism 
platform which we are readily able to leverage into the FSA environment as a value-add. As 
well as providing for the automated orchestration of routines in Cloud and On-premise 
scenarios (for both infrastructure and business processes), it can also be used as an effective 
aggregator across multiple situation-specific monitoring and management systems. 

 
We will also work with FSA as part of the CIP to assess the inherent automation capabilities 
already in place within the FSA environment. This might, for instance, include the exploitation 
of the native orchestration capabilities within ServiceNow. In all we see this approach, and 
capability, as a key stream of ongoing CIP initiatives with FSA. 

 
Technology 
As technology improvements can be a key enabler in achieving cost savings and service 
improvements our initial approach when engaging with customers is to establish the required 
business outcomes. We gather this through a combination of workshops, inspection, interviews 
and analysis, performing these activities with key stakeholders from within the business, 
starting during Service Transition. 

 
Part of our focus of the CIP is to establish potential improvements to the IT environment. 
Reviewing and contributing to the ongoing evolution of the FSA technical landscape is core to 
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Littlefish capabilities and we would look to promote 'Technology Strategy' sessions where our 
CTO (or wider architecture practice) can present to FSA on emerging technologies (or 
advancements in existing capabilities). We would be happy to spearhead future technology 
initiatives on behalf of FSA, directly implementing improvements, or managing cross-supplier 
interactions and sourcing or sub-contracting solutions, as appropriate. 

 
Our approach to technology-oriented improvement always includes the following underlying 
considerations: 

 
• Challenge – Where appropriate we challenge the customer’s perceived thinking with regards to their current technology 

environment, policies and procedures, with a view to ongoing refinement, or replacement with more appropriate approaches. 
• Align – Again, our Architects always have an eye to prevailing pan-government policies, procedures and initiatives, in order to 

assist FSA in aligning to these. 
• Improve/Evolve – Customer viewpoints continually evolve; therefore, our Architects seek to use industry best practice and 

standards alignment to ensure that a process of continual improvement is considered. 
 
Evidence 
To demonstrate any improvement, it is essential to measure changes over time against a 
baseline. We monitor all service levels and provide a formal report on a monthly basis. Any 
improvements impacting these contractual service performance measures are tracked and 
improvements quantified. Should FSA sponsor specific projects with improvements to services 
expected as an outcome, we will work with FSA to identify suitable success measures and build 
them into the monthly report cycle so that achievement against the agreed improvement 
targets can be seen. 

 
We have many examples of where CSI has had positive impacts on our customers and their 
people. A customer-specific example of not just CSI but innovative service improvement 
delivered by Littlefish is encompassed in our service to NSK Europe (a leading global 
manufacturer of bearings, linear technologies and steering systems with ~5000 users in 
Europe and the Americas). Littlefish worked closely with NSK to migrate services from its 
overnight batch processing operations team to Littlefish. We then subsequently developed 
(utilising our BluePrism Remote Process Automation platform) a fully automated process to 
improve both the efficiency and consistency of the batch-processing service. The full 
automation of processes has provided an ultimate saving of 95% against the original operation 
(a six-figure annual saving) with ROI being achieved within 3 months. 

 
As a further example, for the Care Quality Commission (CQC) we identified a growing trend and 
therefore a potential saving through the implementation of the Microsoft Self Service Password 
Reset tool. This has resulted in a significant reduction in the volume in Incidents raised with 
the Service Desk, an increase in user productivity, and a secure and auditable method for 
providing password resets. 

B Innovation - A core principle of for FSA is to ensure that suppliers continuously 
innovate and will not be confined by the contract to do so. It is hugely important that 
services are able to grow are technology innovates. 
Q25 - Describe how you would achieve this and how you would engage FSA – 50% 
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Littlefish recognises that FSA needs their Endpoint Management partner to be equally flexible 
and innovative in their approach to delivery, attributes that align to our approach to working 
with our customers to continually drive forward their IT services. We provide continual 
improvement in various forms including development and ongoing management of an 
Innovation Plan that will be targeted at ICT environment improvements for FSA. 

 
As a typical example of how we have used innovation to drive customer benefit, we have 
deployed Digital Experience Monitoring (DEM) across the Cafcass estate (encompassing ~2500 
office-based and field users). Multiple benefits include significant cost savings, streamlining the 
troubleshooting process, and providing real-time feedback following change rollouts. We have 
DEM in more detail below, and specifically in relation to Cafcass in our response to Q15 in the 
Transformation Requirements response document. 

 
As the focal point in the CSI process, the Service Account Manager will marshal additional 
capabilities (from within and outside Littlefish) to effect innovation and improvement so that 
operational service isn't impacted in trying to juggle and deliver the same outputs. In support 
of this process we have included in our proposal an assigned Solutions Architect who will work 
with FSA to provide strategic guidance and direction in support on ongoing innovations to 
FSA’s ICT. Initially we expect that this will focus on the Transformation Requirements and 
Technology Roadmap already identified as part of this ITT process but will extend as 
appropriate to bring to the table additional or alternative technology or service solutions that 
will support ongoing improvement to FSA’s service or better support FSA in achieving business 
objectives. 

 
Littlefish is a widely recognised market leader in the delivery of End User services, with a 
significant roster of Central Government customers whose users benefit from our services and 
collectively feedback a Net Promoter Score (NPS) of over 78 (any NPS over 70 widely 
recognised as ‘world class’). Our core focus is always on user experience, and this inevitably 
informs our decision-making when it comes to service innovation and transformation. No two 
organisations are the same, and we tailor our CIP and service transformation objectives to the 
specific needs of each customer. With the information that has been shared with us in the ITT 
we consider the following five initiatives to be prime candidates for the evolution of the FSA 
service over the contract term. 

 
Strategic evolution of IT Service Management (ITSM) platform capabilities 
As ITIL and ITSM experts we continually work alongside our customers to evolve capability, 
whether that’s through our own inherent ITSM platform, or the customers. We would expect to 
continue (and through a trusted affiliate – a ServiceNow Premier partner) to go beyond advice 
and guidance into development and management. 

 
Whilst myriad, specific examples of where we have helped customers exploit (their own) 
ServiceNow capabilities include: 

 
• Historic England – New user automation, multi-level/vendor SLAs, Analyst prompts, upgrade testing 
• Croydon council – ITSM-ITSM integration, CMDB-underpinned Certificate Management, asset disposal automation, Service 

Catalogue simplification (for more intuitive user engagement), event management 
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A key driver is the continual exploitation of platform-inherent workflow-automation 
capabilities, and this is an area of continual focus for us, moving beyond approval automation 
and seeking to enable end-to-end zero-touch automated fulfilment (and thus service cost 
reduction). 

 
Implementation of Digital Experience Monitoring (DEM) capabilities 
Littlefish are able to provide enhanced Service Desk services, by deploying Digital Experience 
Monitoring (DEM) capabilities that deliver unified end-to-end visibility to ensure that digital 
transformation initiatives like genuinely pay off. Unlike other solutions which focus primarily 
on web and mobile apps, our DEM service provides visibility into any application from the end 
user’s physical, virtual, or mobile device, and on through the back-end application delivery 
infrastructure. Our service uses a big-data approach, tracing every transaction and capturing 
comprehensive metrics. Through DEM, FSA will be able to eliminate support blind spots, right 
across the Service Ecosystem. 

 
Our DEM capability is typically deployed to address some of the following frequent challenges: 

 
• Multiple, fragmented tools failing to capture actual end user experience - A typical enterprise has 4-15 siloed, domain-specific 

monitoring tools which provide a binary view of availability and performance across the back-end infrastructure, but don’t 
actually measure application performance as the user experiences it on their device. 

• Blind spots complicating troubleshooting – Multiple tools and incomplete data collection create blind spots which make it 
difficult to pinpoint and resolve performance issues. Finger pointing between teams leads to excessive resolution time, drives 
up costs, and leads to unnecessarily diminished service availability and user experience. 

• Reactive troubleshooting – Users are often the first to report problems to IT, negatively impacting workforce productivity. This 
approach shifts focus from strategic initiatives to firefighting which drives up costs and reduces efficiency. 

• No visibility into the impact of IT change on user experience – IT and the business are usually blind to the actual impact of 
both tactical and transformational change across the IT estate making it difficult to cost-justify and assess actual/intended 
benefit and ROI. 

• Cost Saving – Often organisations will upgrade user hardware and OS’s due to age rather than performance/capacity (we also 
see license renewals happening in the same manner). Our DEM service enable customers to make intelligent decisions on 
hardware refreshes, license requirements, and platform stability, with all decisions informed by actual user experience. 
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Section 6: Ways of Working – 7% 
A Collaboration - The supplier shall collaborate with the relevant FSA groups and the 
FSA's other third-party suppliers as required. This is a key principle of the 
disaggregated service delivery model and must be appear seamless to the end user. 
Q26 - Describe your experience of working with a range of different suppliers and how you are 
able to integrate successfully with them – 20% 
Littlefish have a growing history of working with customers who have disaggregated Service 
Integration and Management (SIAM) delivery models requiring multiple levels of cross- 
supplier engagements, relationships and collaboration. It is an expected part of our business. 

 
On a human level the working relationships we build with the FSA, other suppliers, 
stakeholders and staff are critical to the overall success of IT service delivery and ultimately to 
the benefit of end users. The Littlefish approach is simple. We put people first. #peoplematter. 
That extends from our staff to FSA and other suppliers. 

 
On a process and procedure level it’s important that we continue to understand the FSA’s 
business and service outcomes and how we should align and deliver our service together with 
its SLAs and KPIs and supporting toolsets to deliver these outcomes as a collective. What’s 
important to the FSA (Brexit for example) must be important to its users, IT and therefore 
Littlefish. 

 
We would achieve this by seeking to understand:- 

 
- Who are FSA’s key suppliers (now and near-future) 
- Where are the lines of responsibility and more importantly where are the grey areas and 

crossovers and how are they managed currently and by whom. What’s working, what is 
not, and why. 

- What existing processes and procedures are followed (by using ITT Supporting 
documentation as key input) and how do they align with Littlefish and our preferred 
methodologies and ways of working 

- How do we need to change to successfully integrate with established process and suppliers 
- Where are the options to make supplier engagement agnostic, how can automation be used 

to provide efficiencies and reduce human error 
 
Through experience we know that defined process and ownership thereof leads to aligned 
tooling and strength & quality of delivery. Littlefish’s core ethos is data driven analysis to help 
shape and define continued process improvements, using trend analysis on key performance 
indicators that don’t necessarily only cover our elements of delivery but take a holistic user- 
focused view. While SLA analysis is required on a contracted basis it is often KPIs that help 
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identify where better supplier integration might be of the ultimate benefit to the FSA and its 
end users. 

 
In short – who are the process owners and what data, information and knowledge can we as a 
collective set of suppliers share to support them and how can Littlefish drive those 
conversations? 

 
Finally while “all supplier” meetings and workshops are welcome, we would also foster and 
maintain direct relationships with key suppliers. Suppliers looking to better integrate specific 
parts of service are best providing the FSA with a problem and answer together. People work 
with people, having that personal touch puts suppliers in a better place to understand each 
other’s risks and issues. We at Littlefish deliver a range of IT services in the SIAM model so 
already understand how this fits together and therefore the requirements of that suppliers will 
be committed to with the FSA and the problems they may face. 

Q27 - Describe your approach to complex or major incident management in a disaggregated 
service delivery model – 20% 

 
Major Incidents are always an important part of Endpoint management not least because they 
typically represent an active and direct user impacting problem. Littlefish would adhere to 
FSA’s P1 and P2 Incident major incident processes as defined in the supporting ITT document 
“Service Level Agreements (SLA)”. In the event of a P1 or P2, depending on how the FSA and 
their ServiceDesk provider prefer to engage with suppliers who are key to major incident 
resolution we would appoint FSA’s aligned Service Delivery Manager (SDM) during Working 
Hours to be directly involved in war rooms, calls and communications as appropriate. 

 
Initially our involvement will be to help incident classification and triage to identify any 
ongoing Littlefish input for the resolution of the Incident, either directly through requirements 
for change that may involve an Endpoint Engineer or indirectly through data analysis and 
investigation (actual impact and population size, for example). We will follow agreed escalation 
routes and work collaboratively with the FSA and other suppliers as required. 

 
To facilitate the process we create a RACI matrix of responsibilities for the services we deliver, 
tying in to the wider Service Ecosystem. This is supported by tailored Service Management 
‘swim-lane’ process flow diagrams that ensure that all parties are clear on responsibilities and 
the triggers/actions that are required for each process. This information is managed and 
updated (typically coordinated by the Service Desk but with detailed information being 
provided by the relevant resolver group within the Service Ecosystem) as and when suppliers 
or services change, or organisational changes are made within the customer. This information 
is also supported by escalation matrices so that, as a downstream resolver to the Service Desk, 
they will be clear on where and how to escalate issues relating to the Endpoint Management 
service. 
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The Major Incident Manager would be expected to broker and foster some inter-supplier 
interaction, however it is also expected that suppliers including Littlefish treat the incident as a 
collective and freely share thoughts and ideas putting FSA’s userbase at the heart of the joint 
effort to resolve. For Littlefish this extends beyond FSA’s knowledge base to a growing set of 
internal IT professionals dedicated to the success of all Littlefish customers. From Linux 
engineers to Enterprise Architects - the Littlefish SDM has a plethora of knowledge at their 
fingertips to help input in to major incident investigations, whether the cause be specific to the 
service or not. 

 
As part of understanding FSA’s current Major Incident Management process appropriate 
methods and frequency of major incident updates (for example, half hourly SMS texts, or a 
defined stakeholder group or MI bridge call) would need to be agreed with the FSA. Access 
requirements, distribution list, escalation paths. This may alter depending on the impact or 
apparent cause of the major incident. 

 
Finally, assuming that the FSA would run a formal post incident review to undertaking a root 
cause analysis (“RCA”) to determine the underlying cause of the Incident, Littlefish would 
expect to be involved in this process. The expectation on us would be to provide a coherent 
chronology of events and ultimately guidance to support any activity required to amend the 
underlying cause. This may also highlight softer activities that we would track in a Continuous 
Service Improvement register. 

B Testing - The supplier will be expected to participate in appropriate testing for any 
services within their responsibility as required. 
Q28 - Describe your approach to system testing for any services that you use and / or support – 
15% 

 
Littlefish system testing is carried out according to pre-defined and agreed Operational 
Acceptance Criteria (OAC) and depends on the services that are in-scope together with the 
breadth of their availably and capacity requirements. This helps define test compliance. In the 
context of an Endpoint Management service our system testing would be aimed at ensuring 
core service components are functional to the end user and are able to be appropriately 
supported by technical resources in Littlefish as defined in contracted SLAs. 

 
While integration testing is mainly black-box, our approach to system testing is to understand 
the environment(s) in to which the services will require support and mirror where possible a 
production equivalent. Help and support from the FSA may be required to perform some 
elements of system testing, however for certain user devices it is possible to perform testing in 
isolation and then work with the FSA to analyse the results. For example, the performance of a 
new laptop against a range of OACs may pass performance scenario testing, but might fail 
when carried out across multiple business processes using different device types and 
connectivity methods that FSA users might experience. Not least this includes meat plant staff 
and areas of poor connectivity quality. 
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System testing is increasingly focused on adherence to local Security practices so Littlefish 
would seek guidance from internal Cyber teams as well as those in the FSA to ensure that 
testing scenarios capture specific security requirements. A subset of security requirements can 
be gained from the supporting document “SA Security Incident Procedure”. 

 
Finally Littlefish would use the results of system testing, either to refine the input and review 
the service or feed in to onward user acceptance testing as a precursor to acceptance in to 
service and live support. 

 

 

C Training - The supplier shall ensure that appropriate role-based training is conducted 
for FSA IT staff, resolver groups, other suppliers and end users where appropriate. 
Q29 - Describe your experience of providing training to both IT staff and end-users – 10% 

 
Our experience of training in other organisations similar to the FSA is that users get the most 
from their IT equipment which is ultimately of benefit to FSA’s IT investments and also to 
Littlefish managing and delivering an Endpoint service. It reduces 2nd line support 
requirements by virtue of users being imparted with the ability to resolve minor issues without 
the requirement to contact a ServiceDesk. Furthermore it give FSA a better return on endpoint 
investment and is true for both IT and non-IT staff. 

 
When training is extended to other suppliers it becomes a knowledge share exercise so there 
are two type of Endpoint Management training Littlefish would suggest the FSA and suppliers:- 
- User / role targeted training on Windows and emerging O365 cloud technologies. For 

example using Teams and SharePoint in harmony, searching for content and truly 
collaborating on shared content within a team. This focused training approach enables FSA 
users to upskill more rapidly in core functionalities of key Endpoint technologies whilst 
also getting targeted guidance on their business applications stack to ensure productive 
uptake. In terms of bespoke applications Littlefish would need to spend time with 
applications owners to understand where training can add value 

- Supplier-orientated training to cover Endpoint service process and 
 
Or experience of training has taught us that it is better performed as a collective exercise and 
where possible as part of a starters process or major IT refresh work. There is economies of 
scale when targeting a wider audience to set them off in the right direction with their IT 
equipment from the offset. 

 
Furthermore training is iterative. For Endpoint management, with the help of Incident 
reporting it is possible to quickly target specific repeat user issues which is the focus of 
Problem Management, and tailor training accordingly. Sometimes we have trained IT staff to 
applying workarounds where there is no business case to remove technical debt – this is been 
proven a success. 

D ITIL Principles - ITIL principles must be followed 
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Q30 - Describe how you ensure your staff have an appropriate understanding of ITIL principles 
– 1% 
Littlefish employees are central to our ability to deliver excellent service to FSA. Therefore we 
invest heavily in them, selecting the right candidates with enterprise-level experience and 
paying above the average salary to attract and retain the best. Candidates with ITIL 
accreditation fall directly in to this category. 

 
This investment assures a minimum standard and understanding of ITIL for all operational 
staff at Littlefish. Where new technologies/services become apparent (or skills gaps arise) we 
supplement self-training with classroom-based instructor-led training. A recent example of this 
is the release of ITIL v4. We funded and ran a number of classroom based ITIL v4 training 
sessions to upskill personnel in the new framework. As an offshoot of the training a number of 
staff who are accredited to ITIL v4 and are therefore able to bring the benefits of the new 
framework to bear in a rapid but appropriately considered way for our customers. 

 
To ensure technical capability we actively encourage ongoing professional development. The 
Littlefish Academy is a training programme open to all that encourages professional technical 
certification, which for our Service Desk engineers is partly mandatory. Along with the career 
development opportunities (which we actively encourage with Littlefish itself) engineers can 
earn up to £4,500 on top of their base salary by achieving Gold level certification. 

 
To further facilitate learning we provide learning support to all operational personnel in the 
form of study guides, labs/practice exams, access to LinkedIn Learning (widely regarded as the 
best online technical training platform on the market), and paid exams. 

 

 

Q31 - Describe how you will ensure your staff members adopt and understand FSA's policies 
and procedures – 14% 

 
As an organisation we pride ourselves in our talent identification, acquisition and onboarding 
processes to ensure we have the right people in the right positions across the business. This 
process covers a number of aspects including experience, professional accreditations (e.g. 
ITIL), and alignment to our organisational values (‘I am high performing, I am passionate, and I 
have a can do attitude’). However all staff must then prove that they understand customer- 
specific policies and procedures before they are given access and permission to support them. 
The documentation in this ITT as well as the service specification will form a key part of 
customer-specific training that our staff will attend before delivering this service to the FSA. 
Training is typically performed by the aligned lead Systems Administrator / Engineer but my 
be performed by the Service Delivery Manager. 

 
For this service it will cover:- 

• Background to the FSA as a non-ministerial government department. 
• Evergreen and the principles thereof 
• Our current history of supporting the FSA (this service and others), including user size and adopted technologies as well as 

know Problems in an ITIL sense 
• The importance of the knowledge base and knowledge sharing. We would employ our two layered approach to knowledge 

management as discussed in Service Requirements question 8. 
• FSA-specific Incident, Change and Problem management procedures (including Major Incident Management) 
• FSA-specific security practices and procedures 
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• SACM and Request Fulfilment processes 

 
 
While we aim to maintain consistent resource provision, skill and associated relevant 
accreditation. Our policy to develop and promote within does mean that from time to time staff 
will move on from their designated post. We mitigate impact on our customers by ensuring 
that incoming resource is mentored by the ‘lead engineer’, receives the necessary FSA-specific 
training as detailed above on current policies and procedures to ensure they safely hit the 
ground running and have additional support as is necessary while they get fully up to speed. 

 
A typical introduction strategy is to provide access and responsibility in an interactive manner 
to decrease risk to service delivery while giving new staff a reasonable but safe experience of 
live service. This approach helps confirm that staff have truly understood FSA’s policies and 
procedures and if they have not why and what areas of training need to be repeated. 

E Resource - It is the suppliers responsibility to identify and supply key personnel 
across the service offering (including projects) to maintain service levels and 
availability of escalation points. 
Q32 - Explain how you plan to resource this service offering, key personnel and escalation 
routes – 10% 

 
Littlefish recognises the need for consistency in its personnel in order to maintain service 
quality and performance. While our processes and, where appropriate, use of fractional 
resources to gain efficiencies, limit the impact of changes in personnel, we fully accept that 
identifying and maintaining the concept of key personnel is mutually advantageous. We are 
therefore open to the concept of contractual commitments to identify and agree parameters to 
control how freely key personnel move between positions within Littlefish. 

 
Typical roles we would expect to identify as key personnel for FSA’s Endpoint Management 
service would include: 

 
• Services Director – The executive owner of the relationship representing the board of 

Directors at Littlefish. 
• Service Account Manager (SAM) – The commercial relationship owner and 

responsible for sustaining service quality and relationships with FSA’s senior 
management team. 

• Service Delivery Manager (SDM) – Embedded in to all service processes to meet 
FSA’s Endpoint requirements, They will learn and assist with process/service 
development, and ultimately ensure that Littlefish has the capability to ‘hit the ground 
running’ and keep running during live service. 

• Head of Infrastructure and Operations – Responsible for day to day operational 
service delivery and management of all technical resources within Infrastructure 
Operations 
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The following roles and resources, while not considered key personnel in terms of service 
delivery for FSA, will play a key role in delivering, overseeing, and providing support for the 
future strategic technical direction of FSA’s Endpoint Management services: 

 
• Operations Director – Overseeing all aspects of the operational service, and assuming 

overall operational responsibility for the service from service commencement. 
• Service Management Lead – From our Service Management Office they are 

responsible for reviewing the end to end Endpoint Management service policies and 
procedures, particularly Service Asset and Configuration Management (SACM) to 
identify enhancements where necessary and work collaboratively with FSA to establish 
appropriate service governance structures and cross-supplier activities. 

• Solutions / EUC Architect - An experienced Solution Architect who will understand 
the current FSA architecture and emerging technologies with a view to being able to 
help refine and refresh this over the life of the contract in line with Evergreen 
principles. 

• CTO – Operates as the executive owner of all technically driven activities through 
Service Transition, be they understanding the existing environment, implementing our 
own toolset capabilities, or considering future transformational activity (alongside the 
Solutions Architect) 

• Endpoint Management / EUC Systems Administrator – A lead member of the 
Endpoint Management team of engineers who will take a primary role in knowledge 
assimilation and maintenance, staff training and user engagement alongside the SDM 

• Infrastructure Analysts (Windows & Linux) - A skilled pool of Engineers who will 
assimilate and managing the server focused workspace environment and management 
processes. Ensuring the infrastructure team understand FSA’s ‘back office’ 
infrastructure environment, cloud management tooling, and capabilities. 

• Endpoint Management / EUC Analyst – Pooled resource performing day-today 
activities such as managing the Endpoint Management resolver queue, interacting with 
the Service Desk, acting as true second line support to FSA’s userbase. 

• Asset Manager – A member of our Service Management Office owning and continually 
review the end to end Asset management process covering storage and couriering and 
encompassing the Snow and ServiceNow toolsets. This role will require continued 
collaboration with the FSA to establish the appropriate service governance structures 
and cross-supplier activities 

 
The path for non-functional service or account related escalations is outlined below, if more 
senior engagement that that provided by the day to day service management is warranted. If 
the escalation is serious enough, the Services Director will become involved. The FSA path to 
escalate will be as follows: 

 
• Level 1 – Littlefish SDM 
• Level 2 – Littlefish SAM 
• Level 3 – Littlefish Head of Service Delivery 
• Level 4 – Littlefish Operations Director (board level escalation) 
• Level 5 – Littlefish Services Director (board level escalation) 
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F Compatibility - The supplier shall ensure that any services and applications for their 
areas of responsibility are consistent with FSA technology stack and can be used by FSA 
IT staff, resolver groups, other suppliers and end users where appropriate. 
Q33 - Describe how you will ensure the services you provide are compatible with existing 
FSA's services – 10% 

 
Our tenure as FSA’s incumbent End User Computer provider puts us in a strong position to 
confirm that our services are compatible with FSA’s. We have helped shape, implement and 
support some large transformation projects for FSA over the years. Many have been sculpted 
from our experiences with other organisations on a similar IT trajectory as the FSA. 

 
By working with a range of customers and adopting an assortment of technical services in to 
live support, in our experience the most important elements of FSA’s service to understand and 
be compatible with are:- 
- Service Management maturity, specifically ITIL framework alignment. It is clear from the 

content of FSA’s supporting documentation and requirements that the big four ITIL 
processes (Incident, Request, Problem, Change) are at the heart of a mature but growing 
service delivery model. Simply put, and as mentioned throughout our responses, ITIL is our 
passion. We employ ITSM experts to continually work alongside our customers to evolve 
their capability. When will the FSA be ready to consider Capacity or Availability 
management processes using metrics and analytical tools available to them in Azure? We 
would love to help. 

- Standard and non-standard software as detailed in the FSA’s Service Specification 
publish applications list. This is a key indicator of technical debt and therefore supplier 
service ‘compatibility’. For the FSA there are many more standard Windows applications 
published than non-standard. 

- Enablement tooling – such as ServiceNow and Snow. Used by an overwhelming amount of 
our customers to support some very technically complicated and distributed IT 
environments. Littlefish have an in-house development and automation team able to help 
develop and maintain integrations from ServiceNow with other applications (such as FSA’s 
HR application iTrent). Our Service Management Office currently utilise ServiceNow and 
Snow to enable best-value licence consumption for a local borough council with a 
significant and aging application estate. 

- Cloud Maturity. Littlefish are Microsoft Certified Gold Partners with a growing customer 
base who we are helping get tangible business value from their digital transformation 
programs by using Azure. In terms of Endpoint Management the continuation of and intent 
of Autopilot and move toward modern management (through Microsoft Endpoint 
Manager) is absolutely in line with our trajectory as an IT enabler. The question for FSA is 
next steps, Dynamics 365 (currently being adopted internally by Littlefish), Forms, 
PowerApps, PowerBI? How can Littlefish help FSA Take Cloud Beyond the Data Centre 

- Hardware inventory is another measure of relative supplier <> customer compatibility. 
FSA’s inventory as well as volume is typical when compared to other Customers that 
Littlefish support from an Endpoint Management perspective. Furthermore so to is the 
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remote-first initiative as future site and office requirements become an unknown. Littlefish 
are planning for this unknown with ad-hoc field-based engineering becoming a preferred 
support method than onsite ‘deskside’. 

- Cyber Security posture. From FSA’s supporting Security Incident Procedure it is clear 
there is an understanding that users are the main threat to FSA’s data and IT services. 
Cyber Services have been one of Littlefish’s main area of focus and growth in 2020, with 
emphasis placed on delivering user-focused cyber training and vulnerability management. 
We are confident that these services would help compliment FSA’s current and future 
cyber imperatives. 

- Roadmap & future. Adopting and adapting to services as-is can often be the easy step. 
Where are the FSA heading? It is refreshing to be informed up-front of FSA’s Evergreen 
imperatives and IT roadmap with a clear set of guiding principles. Littlefish’s guiding 
principle is #PeopleMatter which fits squarely with FSA’s first principle that centres 
around ‘the needs of the user’. 

 

We recognise that there will always be a requirement for Littlefish to refine services and 
delivery methodologies to suit customer requirements – it is our hope they in turn accept us as 
a partner supplier and we change together. It is another reason why ITIL is preferred over 
CobIT for example, it is a non-prescriptive framework. 

Section 7: Project Management – 1% 
A Project process - The supplier will provide flexibility in project process and deliver 
using either an agile or waterfall technique depending on the type of project. 
Q34 – Please confirm that you agree to this - Yes/No response – 50% 
Yes 

B Project Services - The Supplier will provide Project management services for delivery 
of transformation, ongoing development and implementations across suppliers. 
Q35 – Please confirm that you are able to provide this - Yes/No response – 50% 

 
Yes 

Section 8: Security – Personnel Security – 2% 
A Personnel Security: 
Requirement 1 - All Supplier Personnel will be subject to a pre-employment check before they 
participate in the provision and or management of this Service. Such pre-employment checks 
must include the HMG Baseline Personnel Security Standard including verification of the 
individual's identity; verification of the individual's nationality and immigration status; and, 

https://www.littlefish.co.uk/tag/peoplematter/


DocuSign Envelope ID: 865A5503-9CB8-418E-ADAA-36BB70A7D495 

124 
RM3804 Order Form v4 - August 2019 

 

 

 
verification of the individual's employment history; verification of the individual's criminal 
record. 

 
Requirement 2 - The Supplier will work with FSA to determine if any roles that require 
additional vetting and a specific national security vetting clearance. Roles which are likely to 
require additional vetting include system administrators whose role would provide those 
individuals with privileged access to IT systems. 

 
Q36 – The Supplier shall not permit Supplier Personnel who fail the security checks required 
by the first two requirements (above) to be involved in the management and/or provision of 
the Services except where the FSA has expressly agreed in writing to the involvement of the 
named individual in the management and/or provision of the Services. 
Please confirm you agree to this - Yes/No response – 40% 

 
Yes 

Q37 - The Supplier shall ensure that Supplier Personnel are only granted such access to FSA 
Data as is necessary to enable the Supplier Personnel to perform their role and to fulfil their 
responsibilities. 

 
Please confirm you agree to this - Yes/No response – 30% 

 
Yes 

Q38 – The Supplier will ensure that any Supplier Personnel who no longer require access to the 
FSA Data (e.g. they cease to be employed by the Supplier or any of its Sub-contractors), have 
their rights to access the FSA Data revoked within 1 Working Day. 

 
Please confirm you agree to this – Yes/No response – 30% 

 
Yes 

Section 9: Security – Identity, Authentication and Access Control – 5% 
A Identity, Authentication and Access Control: 
Q39 – The Supplier will provide reports/data on the records of access to the System/Service to 
the FSA on request. 

 
Please confirm you agree to this – Yes/No response – 25% 

 
Yes 
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Q40 – The Supplier will comply with the FSA access policy for access to FSA Systems/Services. 

 
Please confirm you agree to this – Yes/No response – 25% 

 
Yes 

Q41 - The Supplier will ensure the service complies with the FSA principle to use Multi- Factor 
Authentication. 

 
Please confirm you agree to this – Yes/No response – 25% 

 
Yes 

Q42 - The Supplier will be able to implement configurable role-based access to the Supplier 
System Service or FSA System/Service. 

 
Please confirm you agree to this – Yes/No response – 25% 

 
Yes 

Section 10: Security - Event Logs and Protective Monitoring – 5% 
A Event Logs and Protective Monitoring: The Supplier shall collect audit records which 
relate to security events that would support the analysis of potential and actual 
compromises. The Supplier will take a protective approach to reviewing these audit 
records. 
Q43 - In order to facilitate effective monitoring such Supplier audit records will (as a 
minimum) include regular reports and alerts setting out details of access by users to enable the 
identification of (without limitation) changing access trends, any unusual patterns of usage 
and/or accounts accessing higher than average amounts of FSA Data. 

 
Pease confirm you agree to this - Yes/No response – 25% 

 
Yes 

Q44 - The Supplier will produce monthly reports which document the compliance of the 
service and work together with the FSA at the inception of the contract to establish any 
additional audit and monitoring requirements. 

 
Pease confirm you agree to this - Yes/No response – 25% 

 
Yes 
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Q45 - The FSA receives a monthly threat surface report and the supplier will undertake to 
resolve any vulnerabilities and issues this identifies in the service for which they are 
responsible. 

 
Pease confirm you agree to this - Yes/No response – 25% 

 
Yes 

 
Note: Littlefish will provide a Vulnerability Management service, to identify technical 
vulnerabilities in relation to End User Client infrastructure within the FSA environment. The 
service will utilise the Qualys Cloud Vulnerability Scanning service, leveraging the cloud end 
point agents to enable the identification of vulnerabilities and subsequent analysis to provide 
recommended remedial activity. The output will be provided as a monthly report and 
vulnerabilities will be passed to the Endpoint Management team. 

Q46 - The retention periods for audit records and event logs will be agreed with the FSA and 
documented. 

 
Pease confirm you agree to this - Yes/No response – 25% 

 
Yes 

Section 11: Security - Vulnerabilities and Patching – 5% 
A Vulnerabilities and Patching: The Supplier shall deploy security patches for 
vulnerabilities in the service within: 3 days after the release for High vulnerabilities, 14 
days after release for Medium and 30 days for low. 
Q47 - The FSA and the Supplier acknowledge that from time to time vulnerabilities in the 
Supplier System/Service will be discovered which unless mitigated will present an 
unacceptable risk to the FSA Data. The Supplier will supply a copy of their patching 
strategy/policy and assessment process to FSA on request. 

 
Pease confirm you agree to this - Yes/No response – 10% 

 
Yes 
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Q48 - The timescales for applying patches to vulnerabilities shall be extended if the FSA agrees 
a different maximum period after a case-by-case consultation with the Supplier which could 
be; 
if the Supplier can demonstrate that a vulnerability is not exploitable within the context of the 
Services 

 
Pease confirm you agree to this - Yes/No response – 15% 

 
Yes 

Q49 - The timescales for applying patches to vulnerabilities shall be extended if the FSA agrees 
a different maximum period after a case-by-case consultation with the Supplier which could 
be; 
If the he application of a ‘Medium' or ‘High’ security patch adversely affects the Supplier’s 
ability to deliver the Services in which case the Supplier shall be granted an extension. 

 
Pease confirm you agree to this - Yes/No response – 15% 

 
Yes 

Q50 - The Supplier will provide documented evidence to demonstrate the provisions for major 
version upgrades of the Supplier System or FSA System the Supplier is responsible for to 
ensure it is always in mainstream support and complies with FSA patching policy of n-1 unless 
otherwise agreed by the FSA in writing. 

 
Pease confirm you agree to this - Yes/No response – 10% 

 
Yes 

Q51 - The Supplier will regularly test for the presence of known vulnerabilities and common 
configuration errors. 

 
Pease confirm you agree to this - Yes/No response – 10% 

 
 
Yes 

 
Note: Littlefish will provide a Vulnerability Management service, to identify technical 
vulnerabilities in relation to End User Client infrastructure within the FSA environment. The 
service will utilise the Qualys Cloud Vulnerability Scanning service, leveraging the cloud end 
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point agents to enable the identification of vulnerabilities and subsequent analysis to provide 
recommended remedial activity. The output will be provided as a monthly report and 
vulnerabilities will be passed to the Endpoint Management team. 

B The suppliers shall adhere to the FSA patching policy, ensuring that all software and 
firmware is patched to a minimum of N-1 and there is a regular patching schedule in 
place with agreed maintenance windows 
Q52 - Describe your approach to patch management and how you might implement this to 
ensure patching requirements are met in accordance with FSA policy – 40% 

 
Critical to the security of any business data, and now a mandatary requirement for the UK 
governments Cyber Essentials Scheme is the ability to accurately control, configure, and 
remediate vulnerabilities across the server and Endpoint devices. We have successfully 
implemented Configuration & Patch Management solutions across a number of both private 
and public sector customers including Farrow & Ball, Signet, NSK, UK Export Finance (UKEF), 
and the Care Quality Commission (CQC), as well as bodies on the path to Government Digital 
Services (GDS) Hub adoption such as the Money and Pensions Advice Service (MAPS, formally 
the Money Advice Service (MAS) and The Pensions Advisory Service (TPAS)). 

 
Given the requirement to provide patch management across a range of device types (laptops, 
desktops, servers, virtualization hosts, thin clients, and mobile devices) patching will need to 
be provisioned via multiple toolsets, dependent on the target operating system or device type. 
For the core endpoint devices (laptops & desktops) this will be performed via either Microsoft 
Endpoint Manager (formerly Intune) or Microsoft System Centre Configuration Manager 
(SCCM) depending on the management point of the device, with a longer term aspiration to 
have all endpoint devices being moved onto Endpoint Manager to reduce operational 
overheads and complexity. Supported and enrolled mobile devices will also be managed and 
patched (via configuration policies) within the Microsoft Endpoint Manager platform. The 
server devices will be managed via patch management policies configured within Azure Patch 
or SCCM, again dependent on the devices’ current management platform but with a desire to 
retire SCCM as part of the longer FSA strategic vision for Modern Management. Any thin client 
update will need to be deployed via the thin client management platform to ensure 
configuration consistency and centralised reporting. 

 
The combination PatchMyPC and Ivanti Patch Manager for SCCM will be used to perform non- 
Microsoft application patching to over 120 different applications (for example Adobe Acrobat 
products and Chrome/Firefox web browsers) as this helps to satisfy all requirements for 
information security accreditations such as ISO27001 & Cyber Essentials (basic and plus) and 
meets all National Cyber Security Centre (NCSC, formally CESG) guidelines. 

 
The remote deployment of firmware updates via Microsoft Endpoint Manager is still not 
natively supported at this stage, mainly due to the lack of industry standardisation to govern 
the publication of firmware updates from the hardware vendors. Where the target devices 
support the installation of firmware updates from a single application file, we would package 
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the supplied file as a Win32 application within Endpoint Manager for deployment to the target 
devices. The deployment of firmware updates to mobile devices (iOS & Android) will be 
performed via the implementation of a software update policy. 

 
We will implement the above Configuration and Patch Management policies in accordance with 
the FSA published policy, with frequent reviews with the appropriate security teams to ensure 
ongoing alignment to the business needs. This gives not only supreme flexibility, but allows us, 
on behalf of the FSA, to react and remediate exploits and vulnerabilities far quicker than the 14 
days mandated by the Cyber Essentials scheme. All changes will be fully communicated 
through our Change Management process (integrated with the FSA Change Management 
process) to ensure appropriate stakeholders in the FSA are kept fully informed in good time 
prior to patch deployment. 

 
Recognising the need to keep on top of patch management policies and reporting, and the 
ongoing requirement to ensure security vulnerabilities are negated, we will use Littlefish Labs 
(powered by Datto RMM) to also independently monitor, and (if required) automate the 
deployment of Critical or Security patches for the endpoint devices and servers in the event of 
an urgent requirement alongside the above listed toolsets. 

 
Littlefish will agree with the FSA an implementation schedule for patches to minimise user and 
network disruption, and where appropriate, a server restart schedule. 

Section 12: Security – Certification – 1% 
A The Supplier is certified to ISO/EC 27001:2013 by a UKAS approved certification body 
or included in the scope of an existing certification of compliance of ISO/IEC 27--1:2013 
Q53 - Pease confirm - Yes/No response – 100% 

 
Yes 

Section 13: Security Testing: IT Health Check – 1% 
A The Supplier will co-operate with the FSA annual IT Health Check by a CHECK IT 
supplier and be responsible for implementing any actions assigned to them in the 
resulting remedial action plan. 
Q54 - Pease confirm you agree to this - Yes/No response – 100% 

 
Yes 

Section 14: Security – Assurance – 4% 
A Assurance 
Q55 - The Supplier will provide copies of their data protection security patching, protective 
monitoring, access and security policies to the FSA. 
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Pease confirm you agree to this - Yes/No response – 25% 
Yes 

Q56 - The Supplier will work with the FSA to complete a Personal Data Processing Statement 
as part of the contract. 

 
Pease confirm you agree to this - Yes/No response – 25% 

 

Q57 - The Supplier will work with the FSA to mitigate any risks assigned to them in the Privacy 
Impact Assessment if applicable. 

 
Pease confirm you agree to this - Yes/No response – 25% 

 

Q58 - The Supplier will notify the FSA immediately if they identify a new risk to the 
components or architecture of the system/service that could impact the security of FSA data, a 
change in threat profile or proposed change of site. 

 
Pease confirm you agree to this - Yes/No response – 25% 

 

Section 15: Security – Compliance Audits – 4% 
A Compliance Audits 
Q59 - The Supplier will support compliance with security assurance audit activity carried out 
by FSA against these requirements see link 
https://www.gov.uk/government/publications/government-supplier-assurance-framework. 

 
Pease confirm you agree to this - Yes/No response – 100% 

 
Yes 

https://www.gov.uk/government/publications/government-supplier-assurance-framework


DocuSign Envelope ID: 865A5503-9CB8-418E-ADAA-36BB70A7D495 

131 
RM3804 Order Form v4 - August 2019 

 

 

 

Little Fish Commercial Response 
 
 

TENDER FS430633 Endpoint Management 
  

Section 1:  Transition Cost – 10% 

A To demonstrate that the supplier has a full understanding of any potential 
transitional costs 
Q1 – Please provide a breakdown of transition costs that your organisation anticipates – 
100% 
Littlefish have completed the Transition Commercial Template, including transition 
activities/milestones and the costs associated with them, and attached it to the ITT response. 

 

As the incumbent supplier for Endpoint Management services to the FSA, and should 
Littlefish be chosen as the partner for the new service, the overall Service Transition 
programme for the FSA will be minimal as the majority of services are already live and being 
delivered by Littlefish. This will provide a significant saving to the FSA by avoiding the cost of 
onboarding a new supplier. 

 
We have provided in the Transition Commercial Template, as requested, a timeline for the 
transition activities. Note that while we have proposed a 6 week timeline, we would be happy 
to condense this to a shorter period should the FSA prefer. 

 
The following table shows a breakdown of our proposed transition activity shown in the 
Transition Commercial Template. 

 Server 
Management 

Tooling and Deployment  
Deploy server management tooling 

Audit Report of Server Estate 
Assess current level of patching, software versions and 
capacity on each server 

Patching enrolment and process documentation 
Document patching process 

Reporting (infrastructure) 
Report documenting patch status, AV status and any 
alerts set up 

EUC Knowledge update with ServiceNow 
Ensure operational management documentation is 
written and shared with EUC team 

Service Process Update / Design 
Review existing BAU processes and update to reflect 
the new service 
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  Review processes such as incident routing, access, 

change approvals 
 

ITSM Tooling 
Set up monitoring alerts into ITSM 

 Asset Management Software Asset Management 
Review software asset management process 
Set up monitoring of software asset management / 
reporting 

Procurement / Stock 
Create / Review process of trigging procurement new 
stock. 

Device Storage and Shipping 
Onboard CCS 
Create process for device storage and shipping 

Service Process Update / Design 
Review existing BAU processes and update to reflect 
the new service 
Review processes such as break fix, new starter and 
lost and stolen 
Onboard Littlefish SACM 

 Vulnerability 
Management 

Vulnerability Management Service Setup 
Vulnerability Management Process Design 
Rollout/Deployment of Agent 
Knowledge Transfer / Service Process Update 
Acceptance in to Service 

 

Given the relatively simple nature of Service Transition for Endpoint Management services 
we do not envisage the need for a milestone payment schedule. We propose instead a single 
milestone payment to cover the Transition costs. 

Section 2: Initial Fixed Monthly Costs – 70% 
A To ensure that FSA have a full understanding of potential costs, this supplier must 
provide an initial fixed month cost. 
Q2 - Using the metrics supplied, you are required to provide your initial monthly fixed price 
costs - 100% 
Littlefish have completed the Initial Fixed Monthly Cost Commercial Template and attached it 
to the ITT response. The FSA should note that whilst our like for like pricing has reduced, the 
overall charge for EUC services is now greater in our bid response due to the inclusion of the 
management of the server estate. 
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Section 3: Flexible Charging – Decrease – 5% 
        A It is a core goal of FSA to continuously optimise all services and therefore the supplier must be able to quickly react to 

decreases in services. 

Q3 - Explain and demonstrate how you would adjust the fixed monthly cost if the current estate metrics were reduced by 
10%, 50% and 90%. Please note those charges which are fixed for the entirety for the contract. Can you provide a 
breakdown of those decreased charges? – 100% 

 

 

Ultimately the most effective way of achieving the FSA’s goals as described in this question 
would be to reconfigure the pricing into a price x quantity (“PxQ”) format. The pricing 
submission model provided by the FSA does not lend itself to this approach and therefore we 
would recommend that (if Littlefish is appointed as preferred supplier) we convene a 
commercial planning session to overlay the current pricing into a PxQ format. The Q drivers 
could be simplified along the lines of: 

• No. EUC Devices (by type) 
• No. Servers (by OS) 
• No. Builds/Images 
• Storage Requirements 

 
Flex in demand could then be accommodated from a pricing perspective, more closely 
aligning price to actual demand/utilisation (with a 1 month delay in effecting negative pricing 
adjustments to accommodate for the concomitant flex in service delivery costs). Pricing could 
then conceivably be reduced by up to 50% of the currently stated fixed monthly cost. Given 
the extensive and 24/7 nature of the service our baseline ‘ready to serve’ charge would be 
50% of the currently proposed fixed monthly cost, as this level of pricing would need to apply 
irrespective of demand to accommodate for time coverage, skills availability, and process 
adherence. 

Section 4: Flexible Charging – Increase – 5% 
A It is a core goal of FSA to continuously optimise all services and therefore the 
supplier must be able to quickly react to increases in services 
Q4 - Explain and demonstrate how you would adjust the fixed monthly cost if the current 
estate metrics were increased by 10%, 50% and 90%. Please note those charges which are 
fixed for the entirety for the contract. Can you provide a breakdown of those increased 
charges – 100% 
Ultimately the most effective way of achieving the FSA’s goals here would be to reconfigure 
the pricing into a price x quantity (“PxQ”) format. The pricing submission model provided by 
the FSA does not lend itself to this approach and therefore we would recommend that (if 
Littlefish is appointed as preferred supplier) we convene a commercial planning session to 
overlay the current pricing into a PxQ format. The Q drivers could be simplified along the 
lines of: 

• No. EUC Devices (by type) 
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• No. Servers (by OS) 
• No. Builds/Images 
• Storage Requirements 

 
Flex in demand could then be accommodated from a pricing perspective, more closely 
aligning price to actual demand/utilisation. New Q drivers would likely necessitate an 
onboarding cost (treated as T&M via the Rate Card dependent on scale of requirement*). The 
conclusion of the onboarding exercise would form the trigger for increases in fixed monthly 
costs. 

 
Q pricing can typically be configured to accommodate for volume breaks (higher Q = lower P), 
albeit there would be an expectation on the reverse of this that lower Q would drive higher P 
(referring back to our response around Flexible Charging decreases). If the FSA are open to 
this type of flexible charging model (and Littlefish are appointed as preferred supplier) then 
we would recommend convening a pre-contract commercial planning session to enable both 
parties to agree a commercial model that is clear, simple and reflective of FSA’s objectives. 

 

*For known/predictable/repeatable changes in Q it might be more pertinent to agree a rate 
card price for some onboarding activity in advance (which could be addressed at a pre- 
contract commercial planning session). 

Section 5: Change Management – 2% 
A In some cases FSA may want to perform a change to the contract to reflect changes in 
technology innovation. This is part of FSA's core principle of Evergreen. 
Q5 - Can you explain how your organisation will be able to meet this requirement and if there 
are any thresholds to such a change. Include how instigating a change to contract will affect 
charges including the use of minimum annual charges or price caps. – 100% 

 
Littlefish welcome, support and lead innovation on modern technology and as a result are 
open to what this means to the material effort required on our part to deliver and sustain a 
quality service from a contractual perspective. 

 
If innovation through project delivery results in a notable change to the size and shape of the 
service, this will be reflected in our charges to within a timeframe reasonable to agree a 
contract variation and affect the changes (potentially through project delivery activity). 

 

Change is positive, it reduces technical debt and provides opportunity and efficiencies that 
both customer and supplier can exploit to provide best value both commercially and to end 
users. Littlefish will engage and lead regular technical strategy workshops chaired by an 
enterprise architect who can marry Evergreen imperatives across Digital, Data and Security 
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with technology that is key to the current and future success of the FSA. Their experience and 
thought leadership bring an intelligent and levelled view from other organisations of a 
comparable size and maturity to the FSA, covering topics such as: 
- What technologies are becoming standard and what organisations are utilising them and 

why/how? 
- What are the tangible benefits to the FSA and where are the potential pitfalls in 

deployment or operational delivery? 
- How might new technology support repeatable and efficient processes? 

 
Current examples include zero trust, truly utilising cloud-based analytics and security 
operations in the cloud. As a Microsoft Gold partner the Microsoft roadmap features heavily 
in our ability to advise and steer. 

 
We have set out likely thresholds to change in our response to Q6 (below) considering the 
differentiation between BAU activity and project work. 

 
Contract variations will be assessed on a case-by-case basis with the aligned Littlefish Service 
Account Manager taking a lead role to understand, agree and implement, whether the change 
is service-driven or technology-driven (or both). This includes contract wording and 
commercial modifications or arrangements. A service-driven contract variation typically 
requires one full calendar month to complete and is enacted in the first day of the following 
calendar month. This timeframe assumes there are no material changes to areas of service 
that require the introduction of new staffing roles that are not readily available within 
Littlefish. Conversely, service-driven changes that require a reduction in staff after go-live 
might be subject to redundancy periods in the small chance that staff employed on FSA’s 
Endpoint Management contract cannot be deployed elsewhere within Littlefish. Service- 
driven contract changes would ideally align to the flexible charging approach we have 
articulated and recommended in our response to Qs 3 & 4. The same is true of minimum 
charges which are addressed in our response to Q3. 

 
Technology driven change will likely take the form of a solutions request (if FSA choose to 
pursue the scoping of a new technology solution with Littlefish). We would commit to having 
solutions resource assigned to the solutions request within 10 working days to commence 
requirements capture and solution scoping in earnest. 

Section 6: Project Activity – 6% 
B FSA are keen to understand the suppliers definition of a Business As Usual verses 
project activity. 
Q6 - Can you supply your definition and any threshold between Business As Usual and project 
activity – 100% 

 
The difference between project activity and what is business as usual generally falls in to two 
categories: 
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1) Work performed outside of contracted (BAU) service scope that is separately funded and 
tracked on a fixed price or T&M basis. The work often requires project management 
governance, has a value-based business outcome and/or requires resource effort outside of 
agreed core hours or BAU resourcing provisions that is not typically or readily available. 

 
2) There is a requirement for a step change in volume, speed or timing of contracted (BAU) 
service. For example a large* number of laptops require quick deployment with associated 
logistical consideration over a short period of time (and will reduce available stock levels 
below minimum) or a significant number of manual software installations are needed to be 
prioritised above other contracted activity. In order for this type of work to be successful 
someone often assumes a Project Management or ‘lead’ role, which is a good indicator that it 
is a project and not business as usual. 

 
A pragmatic conversation is welcome in order to avoid ‘small project cost'. Such as a relaxing 
of in-month SLA achievement if discreet priority work requires resource otherwise used to 
sustain service quality. Or there is a management agreement to delay or curtail aspects of 
contracted service in order to achieve a quick project outcome. These typically take the form 
of temporary and informal service changes, incurring no additional cost to the customer. 

 
In both examples partner openness and visibility are key to plan for and determine the 
correct path and in turn what the thresholds are between BAU or not BAU. 

 
*defined as materially more than the suggested run rates made available as part of the tender 
documentation 

Section 7: Early Termination – 2% 
A FSA are keen to understand the suppliers postion on early termination costs. 
Q7 - Can you supply details of what early termination costs you would expect FSA to pay and 
the level of any caps on any amounts payable to the supplier – 100% 
Early termination costs can vary dependent on what services are being delivered at a point in 
time, or indeed the supplier’s ready ability to ‘switch off’ related costs (commitments to kit 
storage being an example, which may vary with demand over time). Ultimately we believe 
that the FSA has sufficient provision within the Call Off Agreement (90 days notice for 
termination without cause) to effect a termination without incurring unnecessary cost. If such 
a situation were to arise Littlefish would rely on the wider provisions of the Call Off and 
Framework agreements to recover any stranded or appropriate termination costs that were 
reasonably recoverable. 

Section 8: Rate Card - 0% (this is not part of the scored evaluation but for the FSA’s 
reference 
A Rate Card 
Q8 – Please provide your project rate card, to help the FSA understand potential project costs 
over contract lifetime – 0% 
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Please see our Rate Card attached to the tender submission as “LF-Professional Services Rate 
Card v1.0” 

 

Littlefish - Professional Services Rate Card 
Standard Consultancy Rate Card 

Resource Type Day Rate 
Follow £400.00 
Assist £520.00 
Apply £640.00 
Enable £780.00 
Ensure/Advise £890.00 
Initiate/Influence £995.00 
Set Strategy/Inspire £1,100.00 

Littlefish Resource Definitions 
Follow – Entry level IT capability (supervised activities) 
Assist – Desktop and Deskside delivery capability 
Apply – Server, Network and Cloud Implementation capability 
Enable – Server, Network and Cloud Configuration capability 
Ensure/Advise – Server, Network and Cloud Design capability and Lead Project Engineer; 
Project Management Capability 
Initiate/Influence – Solution Architect 
Set Strategy / Inspire – Enterprise Architect or CTO capability 

 
Standards for Consultancy and Cyber Security Day Rates 
Consultant’s Working Day – 8 hours exclusive of travel and lunch 
Working Week – Monday to Friday excluding public holidays 
Office Hours – 09:00 to 17:30 Monday to Friday 
Out of Hours, Weekend & Public Holiday Rates – Out of Hours and Saturday at x1.5; 
Sundays and Public Holidays at x2.0 
Travel, Accommodation and Subsistence – Travel, Accommodation and Subsistence will be 
charged at cost with subsistence capped at £30 per day inside M25 and £20 per day for all 
other UK locations 
Mileage – Charged at 35p per mile 
Professional Indemnity Insurance – included in day rate 
Remote Discount – 10% discount on published prices available where the working day can 
be delivered remotely 

 
A Full Day is considered to be 09:00 to 17:30 (with 30 minute lunch). A Half Day equates to up 
to 4 hours of activity. Project activity delivered outside of 09:00 to 17:30 Monday to Friday 
will be charged at the variable Out of Hours, Weekend and Public Holiday Rates defined 
above. 
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Little Fish Clarification Questions and Responses 
 

Requests for clarification and additional information 
 
 

Question 1: In the Endpoint Service response template, Section 14: Assurance 
questions 56 – 58 have been not been responded to (yes/no answers). 

Q56 - The Supplier will work with the FSA to complete a Personal Data Processing 
Statement as part of the contract. 

Q57 - The Supplier will work with the FSA to mitigate any risks assigned to them in the 
Privacy Impact Assessment if applicable. 

Q58 - The Supplier will notify the FSA immediately if they identify a new risk to the 
components or architecture of the system/service that could impact the security of FSA 
data, a change in threat profile or proposed change of site. 

Please can you confirm whether you agreed to these requirements or not (yes/no 
response)? 

Response: 
 
 

Apologies – busy with the narrative questions this slipped though. 
 
 

For completeness:- 

Q56 - The Supplier will work with the FSA to complete a Personal Data Processing 
Statement as part of the contract. 

Yes 
 
 

Q57 - The Supplier will work with the FSA to mitigate any risks assigned to them in the 
Privacy Impact Assessment if applicable. 

Yes 
 
 

Q58 - The Supplier will notify the FSA immediately if they identify a new risk to the 
components or architecture of the system/service that could impact the security of FSA 
data, a change in threat profile or proposed change of site. 

Yes 
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Requests for clarification and additional information 
 
 

Question 1: Initial Fixed Monthly Costs – Commercial Template. Assumptions tab, no 
8 and 10. Both rows refer to ‘Service Requirements - Section 3: Courier Services 
states "This is expected to be a charge back service based on actuals". The 
assumption in no 8 goes on to suggest that there will be additional costs for ‘repairs’. I 
understand that the courier costs are unknowns and chargeable, but actual repair 
should be included in the monthly fixed costs. Can you clarify please that your 
Assumptions are referring to an unknown cost for ‘courier charges’ only and that 
repairs are included in the fixed monthly fee? 

 
 

Response: 
 

If a device needs to be physically repaired and it is outside warranty, Littlefish will manage 
and assist the FSA in obtaining a quote and providing a recommendation whether to 
proceed or dispose of the device. This is included in the monthly fee and assumes that a 
high proportion of devices in FSA’s estate that are subject to support by the Endpoint 
Management service have active warranty and appropriate repair contracts in place. 
Providing user home visits, for example. 

 
We would work with the FSA for guidance on where the line between economical to repair 
and not economical to repair sits for each devices type. Our existing knowledge of FSA’s 
estate together with detail gathered across our wider Customer base would act as 
intelligent input in to this conversation 

 
The monthly fee does not include a ‘Repair Service’ – Littlefish will manage devices against 
their existing warranty process. If a device is not under warranty (confirmed at point of 
contact by the Service Desk) it enters triage with one of two paths:- 

1) The Service Desk (and Endpoint Management engineer if required) confirm it 
is not economical to repair the device given predefined guidance from the FSA and 
evidence gathered from the user. It is disposed of and a priority new device process 
is triggered 
2) The Service Desk (and Endpoint Management engineer if required) confirm it 
might be economical to repair given predefined guidance from the FSA and 
evidence gathered from the user so they obtain a quote from the manufacturer 
(Lenovo for example). FSA either approve the quote* and the work is scheduled or 
the device is disposed of and a priority new device process is triggered. 

 

* This process carefully considers the user without a working device. In that instance quick 
provision is a priority. Together, we may consider using a WVD workspace to keep the 
user up and running in the interim. This is all part of the Incident process that triggered 
the ‘Repair?’ question. 
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Clarification/Revision 1: The attached template (FS430633 - LF - Initial Fixed Monthly Costs commercial 
Template_revised_18052021) contains the following revisions: 

 
1. Removal of the fixed monthly costs for Infrastructure Analyst (Windows) 
2. Removal of the fixed monthly costs for Infrastructure Analyst (Linux) 
3. Reduction in Cyber Security Analyst resource – from 8.7 to 4.8 days 
4. Removal of the fixed monthly costs for Travel and Subsistence (Service Manager) 
5. Reduction of 5% applied to total cost. 

Response (if required): 

 

Post Tender Clarifications 
PROJECT REFERENCE : FS430633 
PROJECT TITLE : Endpoint Management 

 
Date : 02 August 2021 

 
2 Between: The Food Standards Agency (the Authority) and Little Fish (UK) Ltd (the 

Contractor) 
 

1. The Tender is revised as follows: 
 

 

2. The Technical and Commercial Submission shall remain effective and unaltered except as 
amended by this Agreement these documents shall be used to form the contract. 

 
3. Unless and until directed otherwise, nothing in this document, shall be construed as giving a 

guarantee of any remunerative work whatsoever unless or until such work is requested and 
confirmed by means of a duly authorised Purchase Order. 

 
4. Until a Purchase Order is received from the Agency, you should not assume that the sum requested 

will be granted, that the project will not require modification, or that the project will commence on 
the starting date requested. 

 
Signed: 

For the Authority For the Contractor 
 

Signature: Signature: 
 
 

Name: Freddie Hudson-Evans Name: Tom Farmer 
 
 

Title: Procurement Lead Title: Service Account Manager 
 
 

Date: 23 August 2021 Date: 23 August 2021 
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ANNEX B – Work Package Template 
 

FS430633 
Request for Quotation 

Work Package Number: 
Work Package Title: 
Available Budget: £ 
Supplier Name: Little Fish (UK) Ltd 
Specification of requirements – (to be completed by FSA) 

 

Supplier response – please provide a detailed methodology of how you will deliver the requirements 
 

Delivery timescales – Please provide a detailed plan of when you will deliver the specified outcomes 
 

Please detail any assumptions you have made 
 

Please detail any identified risks and your proposed mitigation measures 
 

Costings – Please provide a detailed breakdown of all costs to deliver the specified requirements 
 

GDPR - Processing, Personal Data and Data Subjects (where not covered by 
overarching contract) 

 

Description Details 

Identity of 
Controller for each 
Category of 
Personal Data 

The Buyer is Controller and the Supplier is Processor 
The Parties acknowledge that in accordance with the 
overarching contract, (Where the Party is a Controller and the 
other Party is Processor) and for the purposes of the Data 
Protection Legislation, the Buyer is the Controller and the 
Supplier is the Processor of the following Personal Data: 

● [Insert the scope of Personal Data for which the 
purposes and means of the Processing by the Supplier 
is determined by the Buyer 
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Duration of the 
Processing 

[Clearly set out the duration of the Processing including 
dates] 

Nature and 
purposes of the 
Processing 

[Please be as specific as possible, but make sure that you 
cover all intended purposes. 
The nature of the Processing means any operation such as 
collection, recording, organisation, structuring, storage, 
adaptation or alteration, retrieval, consultation, use, 
disclosure by transmission, dissemination or otherwise 
making available, alignment or combination, restriction, 
erasure or destruction of data (whether or not by automated 
means) etc. 
The purpose might include: employment processing, statutory 
obligation, recruitment assessment etc] 

Type of Personal 
Data 

[Examples here include: name, address, date of birth, NI 
number, telephone number, pay, images, biometric data etc] 

Categories of Data 
Subject 

[Examples include: Staff (including volunteers, agents, and 
temporary workers), customers/ clients, suppliers, patients, 
students / pupils, members of the public, users of a particular 
website etc] 

Plan for return and 
destruction of the 
data once the 
Processing is 
complete 
UNLESS 
requirement under 
Union or Member 
State law to 
preserve that type 
of data 

[Describe how long the data will be retained for, how it be 
returned or destroyed] 

Completed by: 

Date: 
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Date quotation accepted by FSA: 

Work Package start date: 

 
This quotation for the above mentioned Work Package has been agreed between the 
Food Standards Agency and the Supplier under the terms and conditions of the contract 
FS430633 – Endpoint Management. 

 

Signed on behalf of the FSA 
 

Name: 
 

Signature: ------------------------------------------------- 
 

Position: 
 

Date: 
 

Signed on behalf of the Supplier 
 

Name: 
 

Signature: ------------------------------------------------- 
 

Position: 
 

Date: 
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